International Journal of Academic and Applied Research (IJAAR)

1SSN: 2000-005X
Vol. 3 Issue 3, March —2019, Pages: 8-11

Ability of Covariance Matrix in Bi-Response Multi-Prredictor
Penalized Spline Model Through Longitudinal Data Simulation

Anna Islamiyati', Fatmawati’, Nur Chamidah®

'Department of Mathematics, Hasanuddin University, Makassar 90245, Indonesia
‘correspondence author: annaislamiyati @unhas.ac.id

23 Department of Mathematics, Airlangga University, Surabaya 60115, Indonesia
*fatmawati@fst.unair.ac.id, *nur-c@fst.unair.ac.id

Abstract: Bi-response longitudinal data is assumed to have a correlation between responses and observations on the same subject.
This causes a correlation between errors. To overcome this problem, we can use a penalized spline model that involves weighting.
In this study, the weight used is the covariance matrix. Based on longitudinal data simulations that contain two responses and
three predictors, a small GCV value is obtained from the penalized spline model that involves the covariance matrix. This value is
compared with the penalized spline model without the covariance matrix. This shows that we need to involve a covariance matrix
in estimating bi-response multi-predictor longitudinal data with a penalized spline model.
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1. INTRODUCTION

One of the problems in statistical modeling is the
correlation between errors. In this study, we used a non-
parametric penalized spline regression model involving a
covariance matrix to overcome this problem. The matrix of
covariance has been reviewed by several researchers,
including Fessler [1] and Wahba [2] which assume a known
covariance matrix. Furthermore, Wang [3] has estimated the
matrix of covariance through smoothing spline estimators. In
the case of more than one response, the covariance matrix
has been used by several researchers. For cross section data,
Soo and Bates [4] in multi-response spline regression.
Budiantara et., al. [5] used weighted spline estimator. Lestari
et., al. [6,7,8] in natural smoothing spline. Chamidah et., al.
[9] in local polynomial estimators and kernels. Chamidah
and Eridani [10] in the P-spline estimator. Chamidah and
Lestari [11] in spline smoothing estimator. Aydin et., al. [12]
used modified spline estimators with right-censored data.

For longitudinal data with a penalized spline estimator,
Liang and Xiao [13] with a varying coefficient model. Chen
and Wang [14] and Heckman et., al. [15] with a mix effect
model. In cases of more than one response, Islamiyati, et., al.
[16] has estimated the function of the goodness of fit and
Islamiyati, et., al. [17] have estimated the covariance matrix
through the expectation method. Next, we show the ability of
the covariance matrix through simulation studies.
Longitudinal data simulations contain two responses and
three predictors through quadratic spline functions with
several sample numbers and correlations.

2. COVARIANCE MATRIX IN THE BI-RESPONSE MULTI-
PREDICTOR PENALIZED SPLINE REGRESSION MODEL

The covariance matrix is obtained from the error of the
penalized spline bi-response multi-predictor model without

weighting. Non-parametric  bi-response  multi-predictor
regression model without weighting where i=12,...,n,

i=12,...m, as follows:
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where

(0) 0 (0)
y(o) _ Yl f (0) (t ) _ Il (tul) f (0) (t ) _ fl (tljZ)
4 © "~ ij1 (0) . ij2 (0)
YZ IZ (tijl) fZ (tlj 2 )

£ (t;5) O
FO ()= ~1(0) " and @ :(4(0))
” fz (t;3) &
The error of the penalized spline model is different for
each subject of observation from longitudinal data.

Therefore, the vector y(°) in equation (1) can be formed
into:
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The response function in equation (2) can be expressed in the
vector form from the 1% response and the 2™ response is as
follows:

v = 1O (4, )+ O (t;,)+ FO(t;;)+&2, @3)
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Model (3) is estimated by penalized least square, that is:
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T -
s :(ygogygogygog) . The vector g is a vector of

nonparametric regression coefficients in the 1% response and
the 2™ response.

Equation (4) is derived from 4 and obtained:
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where 4, 2 is the smoothing parameter for the 1% and

2" response. Based on equation (5), the estimation of
nonparametric  bi-response  regression  function in
longitudinal data through an unweighted penalized spline
estimator is:
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If the matrix A;m:xg?(xggfx;ﬁu%,
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Furthermore, the error from the model is obtained as
follows:
£® = yiw) _ f(m (8)

Based on the error value obtained from equation (8), the
variance covariance matrix can be estimated as follows:
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Furthermore, the variance in the first response is
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Pu =[|—A§°)]T[I—A§°)], A® is a smoothing matrix in

the first response, y is the first response vector in the i

subject. For varian~ce in the second response with the i
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P, =[I—A(2°)]T [1-AP], AD is a smoothing matrix in

the second response, y{? is the second response vector in

the i subject. The vériance in the second response is
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The equation (9) can be simplified to be:

L= diag (Ziz.v D IPPIRIID M )vzm =X,

3. ASIMULATION STUDY

The ability of the covariance matrix is shown through
simulation studies with the following functions:

yo = () + £t )+ £, () +&.6 ON(OZ)

Yo =, (t,)+ £ (t2)+ f () + £,.6, O N(0,5,),

http://www.ijeais.org/ijaar



http://www.ijeais.org/ijaar

International Journal of Academic and Applied Research (IJAAR)

1SSN: 2000-005X
Vol. 3 Issue 3, March —2019, Pages: 8-11

where  f,(t;,)=0,5+2t, —2t7, f,(t;,) =-5-2t,, +4,5t7,,
f(tjs) =—2+0,5t;, + 25, f, (t;,) =—5-2t, +4,5t7,,
f,(t;,)=0,5+2t;, —2t],, and f,(t;;)=—2-5t;;,—2;,.

Simulations carried out on several correlation coefficient
values with error variance is X. The error value of the
penalized spline bi-response multi-predictor model at
r=-0,9; -0,6; 0,7; 0,8 are shown in Figure 1.
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Fig 1. GCV value of the model with the covariance matrix
(lower) and without the covariance matrix (upper)

Fig 2. GCV values on a number of subjects n = 10, 30, 50,
100, 200, A: without weighting; B: by weighting the
covariance matrix.

Figure 1 and Figure 2 shows the value of GCV involving
the covariance matrix in the bi-response multi-predictor
penalized spline regression model approaching 0, smaller
than the GCV value of the un-weighted model. This means
that we can use the covariance matrix as the weighting of the
error without weighting penalized spline regression models.

4. CONCLUSION

The matrix of covariance as weighting matrix is obtained
from an error from the non-parametric regression model of
the penalized spline bi-response without weighting. It is quite
accurate in estimating the model of the penalized spline bi-
response multi-predictors in longitudinal data. The accuracy
of the model is shown through GCV values from simulation
studies.
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