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Abstract: Nonparametric regression is one method that is flexible and is used when data plots do not follow parametric patterns. 

Another problem that is often found in real data is outliers in data. One regression method that has been developed by several 

researchers to overcome data that contains outliers is quantile regression. The advantage of quantile regression is flexibility in 

modeling data with the heterogeneous conditional distribution. This is very useful in modeling vulnerable data containing outliers. 

The use of nonparametric regression has also been developed in the quantile regression model because of the flexibility of the 

regression. In this article, we chose the penalized spline estimator in estimating the nonparametric quantile regression model. The 

penalized spline is an estimator in a spline that uses knots and smoothing parameters simultaneously, which can analyze irregularly 

patterned data with more efficient estimated curve results. In this study using penalized quantile spline with the estimation method 

used is the least absolute deviation. 
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1. INTRODUCTION 

Regression analysis is a tool in assessing specifically the 

pattern of relationships and influences between variables. The 

analysis method has the ultimate goal to estimate or predict the 

value of one variable to another [1]. Information about the 

functional relationship between the predictor variable and the 

response variable can be estimated by looking at the shape of 

the relationship pattern in a scatter plot. There are several 

methods used for parameter estimation in the regression 

equation, one of which is the standard approach for 

determining the classical regression model and the parameter 

estimation is the ordinary least squares (OLS) method. The 

OLS method is known to be sensitive to the deviation of 

assumptions in the data. Sometimes to overcome this, 

researchers will transform the data with the intention that the 

assumptions are met [2]. However, not all problems with data 

can be solved by the transformation. For such data, we usually 

have to use other statistical approaches that are suitable for the 

conditions of the data. 

Nonparametric regression is one method that is flexible 

and is used when data plots do not follow parametric patterns. 

Plot data can be obtained from scatter plots or from previous 

research information [3]. In nonparametric regression, the 

regression function is unknown in shape so it must be 

estimated through an estimator, including spline truncated [4], 

spline smoothing [5], spline penalized [6], kernel [7], and 

fourier series [8]. Spline estimators have been developed in 

cross-section data and longitudinal data with various 

assumptions. Among them, the assumption of 

multicollinearity [9], heteroscedasticity [10], and 

autocorrelation [11]. 

Another problem that is often found in real data is outliers 

in data. In this case, several researchers have also developed 

approaches that can overcome or model data containing 

outliers, for example, robust regression consisting of five 

estimation methods, including M-estimator, least median 

square estimator, least trimmed square estimator, S-estimator, 

and MM-estimator [12] and quantile regression [13]. One 

regression method that has been developed by several 

researchers to overcome data that contains outliers is quantile 

regression. This method has been used in two-way analysis 

for survey data [14] and body mass index modeling in the 

Ethiopian population [15]. Also, this method has been 

developed for several applications that contain outliers [16] 

and is used in longitudinal data which is an extension of the 

regression model in conditional quantile where the 

conditional quantile distribution of response variables is 

expressed as a covariate function [17]. The advantage of 

quantile regression is flexibility in modeling data with the 

heterogeneous conditional distribution. This is very useful in 

modeling vulnerable data containing outliers. The use of 

nonparametric regression has also been developed in the 

quantile regression model because of the flexibility of the 

regression. Research on nonparametric quantile regression 

has been carried out, among others, estimating small area 

quantile through spline regression [18], estimating 

conditional quantile functions for panel data models with 

additional individual fixed effects [19] and estimating 

quantile distribution functions for length-biased and right-

censored data [20]. 

In this article, we chose the penalized spline estimator in 

estimating the nonparametric quantile regression model. 

Penalized splines involve knots and smoothing parameters 

together so that they have an excellent interpretation, are more 

flexible, can handle data whose behavior changes, and 

produce a smooth regression curve [21]. Research on 

penalized spline has been widely used, among others, for 

bivariate splines on triangulation and energy as a penalty [22], 

identifying patterns of changes in blood sugar in diabetics 

[23] and adaptive penalized splines for data smoothing [24]. 

However, some of these studies have not used quantile 
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regression. Therefore, this study uses a penalized quantile 

spline with the estimation method used, which is the least 

absolute deviation (LAD). LAD is a classical least squares 

alternative for statistical analysis of linear regression models 

that minimizes the absolute number of errors [25]. In this 

article, what is presented is a description of the estimation 

with LAD because so far the development is still limited in 

the parametric approach. 

2. PENALIZED SPLINE LINEAR QUANTIL 

REGRESSION MODEL 

Quantile regression was first introduced by Koenker and 

Bassett in 1978. Quantile nonparametric regression is an 

approach in regression analysis that is used to estimate the 

regression function when the assumptions about the shape of 

the regression curve are unknown and are only assumed to be 

smooth by involving quantile values [26]. Quantum 

regression minimizes the absolute number of errors weighted 

and predicts the model by using conditional quantile functions 

of a data distribution [27]. The general equation of linear 

quantile regression for conditional quantile 𝑄𝑦|𝑥(𝜃) of the 

response variable 𝑦𝑖 , namely: 

𝑦𝑖 = 𝛽0(𝜃) + 𝛽1(𝜃)𝑥𝑖1 + ⋯ + 𝛽𝑘(𝜃)𝑥𝑖𝑘

+ 𝜀𝑖(𝜃) 
 

(1) 

If the relationship between the response variable and the 

predictor is expressed in a function 𝑓 whose form is unknown 

and can be approached with a nonparametric quantile 

regression model, then the form of the regression equation is 

as follows: 

 

𝑦𝑖(𝜃) = 𝑓(𝑥𝑖1, 𝑥𝑖2 , … , 𝑥𝑖𝑘  ) + 𝜀𝑖(𝜃) 

 

(2) 

The function 𝑓(𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑘  ) in equation (2) is assumed 

to be additive and is approached by a quantile regression 

function with the penalized spline. Where penalized spline is 

one of the estimators used in nonparametric regression in 

estimating the nonparametric regression function. The 

penalized spline estimator involves the vertex and smoothing 

of parameters simultaneously in controlling the smoothness 

of the curve [28]. then obtained a quantile regression model 

with penalized spline as follows: 

 

𝑦𝑖(𝜃) = 𝑓(𝑥𝑖1) + 𝑓(𝑥𝑖2) + ⋯ + 𝑓(𝑥𝑖𝑘)
+ 𝜀𝑖(𝜃) 

(3) 

= ∑ 𝑓(𝑥𝑖𝑘) + 𝜀𝑖(𝜃)

𝑘

𝑖=1

 

 

Based on equation (3), the function 𝑓 approaches the 

quantile regression function with penalized spline with the 

order linear and the number of knots 𝐾1, 𝐾2, … , 𝐾𝑟  as follows: 

 

𝑓(𝑥𝑖𝑘) = ∑ 𝛽𝑖𝑘(𝜃)𝑥𝑖𝑘
𝑙

1

𝑖=0

+ ∑ 𝛽(1+ℎ)𝑘(𝜃)(𝑥𝑖𝑘 − 𝐾ℎ𝑘)+
1

𝑟

ℎ=1

 

(4) 

where 

(𝑥𝑖𝑘 − 𝐾ℎ𝑘)+
1 = {

(𝑥𝑖𝑘 − 𝐾ℎ𝑘)1, 𝑗𝑖𝑘𝑎 𝑥𝑖𝑘 ≥ 𝐾ℎ𝑘

0  , 𝑗𝑖𝑘𝑎 𝑥𝑖𝑘 < 𝐾ℎ𝑘
 

 

 

the function described in equation (3) is stated as follows: 

∑ 𝑓(𝑥𝑖𝑘) =

𝑘

𝑖=1

 𝑓(𝑥𝑖1) + 𝑓(𝑥𝑖2) + ⋯ + 𝑓(𝑥𝑖𝑘) 

(5) 

 

by describing the function 𝑓 and separating between 

parameters and variables, the quantile penalized spline 

regression model can be expressed in the form of a matrix as 

follows: 

 

𝑦(𝜃) = 𝑿[𝐾]𝜷(𝜃) + 𝜺(𝜃) (6) 

  

Where 𝑦(𝜃) = [𝑦1(𝜃), 𝑦2(𝜃), … , 𝑦𝑛(𝜃)]′ is a 𝑛 × 1 column 

vector of the response variable 𝑦 in the 𝜃 quantile, 𝑿[𝐾] =
[𝟏 𝑿𝟏 ⋯ 𝑿𝒌] is a matrix 𝑿 in the form of a spline of the 

order 𝑞 and 𝑟 knots of size 𝑛 × (𝑘 + 1) with 𝑛 observations 

on 𝑘 variables 𝑥, 𝜷(𝜃) is a column vector sized (𝑘 + 1) × 1 

of the 𝛽 parameter in the 𝜃 quantile and 𝜺(𝜃) is a 𝑛 × 1 

column vector of error (𝜀) in the 𝜃 quantile. 

Based on equation (6), the penalized spline criteria in the 

nonparametric quantile regression model can be stated as 

follows: 

 

PLS = (𝑦(𝜃) − 𝑿[𝐾]𝛽(𝜃))
𝑇

(𝑦(𝜃) −

𝑿[𝐾]𝜷(𝜃)) + 𝜆𝑃 

(7) 

 

where P=𝜷(𝜃)𝑻𝑫𝛽(𝜃) 

 

 

3. ESTIMATION OF LINEAR PENALIZED SPLINE 

QUANTIL REGRESSION MODEL 

Regression with the ordinary least square  method is 

estimated by minimizing the number of squares of errors, 

while quantile regression will minimize the absolute number 

of errors better known as the least absolute deviation (LAD). 

In quantile regression, errors are given different weights. For 

error values greater than or equal to zero, the weight used is 

𝜃, and for errors, less than zero 1 − 𝜃 is used. Multiplication 

of weights with errors is called a loss function (𝜌𝜃) namely: 

 



International Journal of Academic and Applied Research (IJAAR) 

ISSN: 2643-9603 

Vol. 5 Issue 11, November - 2021, Pages: 5-8 

www.ijeais.org/ijaar 

7 

𝜌𝜃(𝜀) = ∑ 𝜃|𝜀𝑖 + 𝜆𝑃|

𝑛

𝑖=1,𝜀𝑖≥0

+ ∑ (1 − 𝜃)|𝜀𝑖 + 𝜆𝑃|

𝑛

𝑖=1,𝜀𝑖<0

 

(8) 

 

In the quantile regression, there is 𝜃 quantile function of 

the variable 𝑦 with the condition 𝑥 which takes into account 

the 𝛽(𝜃)estimator, so the solution to the problem can be stated 

as follows: 

 

min
𝛽𝜖𝑅𝑝

∑ 𝜌𝜃(𝜀) = min
𝛽𝜖𝑅𝑝

∑ 𝜌𝜃(𝑦𝑖 − 𝑄𝑦|𝑥(𝜃)

𝑛

𝑖=1

𝑛

𝑖=1

+ 𝜆𝑃) 

(9) 

 

Where 𝜌𝜃(𝜀) is loss function, 𝜃 is quantile index with 

𝜃 ∈ (0,1), 𝑄𝑦|𝑥(𝜃) is the quantile function of the variable 

with the condition 𝑥. For 𝜌𝜃(𝜀) in the equation is defined: 

 

𝜌𝜃(𝜀) = {
𝜃𝜀 + 𝜃𝜆𝑃,                         𝜀 ≥ 0
(1 − 𝜃)𝜀 + (1 − 𝜃)𝜆𝑃, 𝜀 < 0

 

 

the function of conditional quantile 𝑄𝑦|𝑥(𝜃) is defined as 

follows: 

 

𝑄𝑦|𝑥(𝜃) = 𝑿[𝐾]𝑻𝜷(𝜃)  (10) 

 

if 𝑦 is a known function 𝑥 and has a probability function 

𝐹𝑦|𝑥(𝑦), then the 𝜃 quantile of the function can be written as 

in the following equation: 

min
𝛽

 𝜃 = ∫ |𝜀𝑖 + 𝜆𝑃|𝑑𝐹𝑦(𝑦)
𝑛

𝑖=1;𝜀𝑖≥0

+ (1

− 𝜃) ∫ |𝜀𝑖

𝑛

𝑖=1;𝜀𝑖<0

+ 𝜆𝑃|𝑑𝐹𝑦(𝑦) 

(11) 

 

by considering �̂�(𝜃) to obtain a solution to the problem stated:  

 

�̂�(𝜃) = min
𝛽𝜖𝑅𝑝

{𝜃 ∑ |𝑦𝑖 − 𝑿[𝐾]𝑻𝜷(𝜃)

𝑛

𝑖=1;𝜀𝑖≥0

+ 𝜆𝑃|
+ (1

− 𝜃) ∑ |𝑦𝑖

𝑛

𝑖=1;𝜀𝑖<0

− 𝑿[𝐾]𝑻𝜷(𝜃) + 𝜆𝑃|} 

(12) 
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