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Abstract: Parametric regression approaches commonly used include simple linear, quadratic, and cubic linear regression. However, 

its use cannot be used for all data in the real case. Many data have data plots that do not follow parametric patterns, so we must 

use other approaches, including nonparametric regression. The spline is essentially a generalization of polynomial functions, where 

the optimization still adopts the concept in the parametric regression approach. The finalized spline regression curve is formed by 

minimizing the total residual subjects to the size of the spline coefficients. It seems that the least squared spline regression is not 

resistant to outliers. 
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1. INTRODUCTION 

Regression analysis has become one of the statistical 

methods that is very instrumental in the development of 

statistical science, especially in looking at the pattern of data 

pair relationships between predictor variables with response 

variables. In regression analysis, there are two approaches 

commonly used to estimate the regression curve, namely the 

parametric regression approach and nonparametric regression. 

The parametric regression approach is used if the shape of the 

regression curve is known. While the nonparametric 

regression approach is used if information about the form and 

pattern of the relationship between the predictor variables and 

the response variable is unknown [1]. When a data does not 

have information about a data plot it uses nonparametric 

regression [2]. 

Parametric regression approaches commonly used include 

simple linear, quadratic, and cubic linear regression. 

However, its use cannot be used for all data in the real case. 

Many data have data plots that do not follow parametric 

patterns, so we must use other approaches, including 

nonparametric regression. Several estimators have been 

developed by researchers, including spline [3], kernel [4], 

MARS [5], and several others. Spline estimator is one 

estimator that is widely used because of its flexible nature, 

which is the data itself which looks for suitable data patterns. 

Some estimator of spline includes spline truncated [6], spline 

smoothing [7], penalized spline [8] and b spline [9]. 

Some previous researchers in the field of financial 

mathematics have an interest in the penalized spline method, 

for example in the fields of theoretical and application [10] 

and nonparametric bayesian analysis [11]. The spline is 

essentially a generalization of polynomial functions, where 

the optimization still adopts the concept in the parametric 

regression approach. One of the advantages of spline is that it 

can overcome data patterns that show changes in behavior in 

certain sub-intervals with the help of knots, and the resulting 

curve is relatively smooth [12]. The calculated spline 

regression curve is formed by minimizing the total residual 

subjects to the size of the spline coefficients. So that the 

formula is limited to the problem of minimal minimization. 

Apparently, the least squared spline regression is not resistant 

to outliers [13]. The simple idea is to replace squared residuals 

with a number of loss functions that are slowly increasing the 

same as those used in the M-regression estimator [14,15] to 

reduce the outlier effects of an observation type. 

Using estimator M calculations, Lee and Oh [16] propose 

an iterative algorithm by introducing empirical pseudo data. 

Furthermore, Finger [17] suggested that the M estimator was 

obtained by combining a very strong estimator with the least 

efficient quadratic type estimator for penalized spline 

regression. One of the criteria for determining the best 

estimator in nonparametric regression is to use Mean 

Absolute Deviation (MAD). Mean Absolute deviation 

(MAD) measures the accuracy of the predictions of the 

estimated error estimates (the absolute value of each error). 

MAD is useful to measure error predictions in the same 

section as the original [18]. 

2. PENALIZED SPLINE LINEAR REGRESSION 

MODEL 

The spline is a function of the order polynomial chunks q with 

the joint points of the pieces called knots. The knot point is a 

combination of two curves that show the pattern of changes 

in curve behavior at different intervals [19]. If inside 𝑚(𝑥𝑖) in 

equation (1) below: 

𝑦𝑖 = 𝑚(𝑥𝑖)  + 𝜀𝑖  , 𝑖 = 1,2, ⋯ , 𝑛 (1) 

expressed as a function of the order q spline with knots on 

𝐾1, 𝐾2, 𝐾, 𝐾𝑑 that is:  

𝑚(𝑥𝑖)  = ∑ 𝛽𝑢𝑥𝑖
𝑢

𝑞

𝑢=0

+ ∑ 𝛽𝑞+𝑣(𝑥𝑖 − 𝐾𝑣)+
𝑞

, 𝑖

𝑑

𝑣=1

= 1,2, ⋯ , 𝑛 

 

(2) 

Function  𝑚(𝑥𝑖)  referred to as a spline nonparametric 

regression function, with 𝛽0, 𝛽1, 𝐾, 𝛽𝑞 , 𝛽𝑞+1, 𝛽𝑞+2, 𝐾, 𝛽𝑞+𝑑  is 

the spline regression parameter, and (𝑥𝑖 − 𝐾𝑣)+
𝑞

 is a 

truncated element that satisfies equation (3) below:  

mailto:annaislamiyati70@gmail.com


International Journal of Academic and Applied Research (IJAAR) 

ISSN: 2643-9603 

Vol. 5 Issue 11, November - 2021, Pages: 166-168 

www.ijeais.org/ijaar 

167 

(𝑥𝑖 − 𝐾𝑣)+
𝑞

= {
(𝑥𝑖 − 𝐾𝑣)𝑞 , (𝑥𝑖 − 𝐾𝑣 ≥)0

0            , (𝑥𝑖 − 𝐾𝑣) < 0
 

 

(3) 

The penalized spline estimator is formed from the 

truncated spline function in the Penalized Least Square (PLS) 

criteria. The penalized spline estimator uses knots and 

smoothing parameters together in estimating the 

nonparametric regression function. Ruppert explains that the 

function is truncated with the order q which is based on the 

knot point 𝑎 < 𝐾1 < ⋯ < 𝐾𝑑 < 𝑏, stated by 𝑚(𝑥𝑖)  as in the 

equation (2). Function of 𝑚(𝑥𝑖) can be stated in matrix form, 

namely: 

𝑚 = 𝑋𝛽 (4) 

Penalized spline estimators through PLS criteria formed 

from truncated functions are as follows: 

PLS = ∑(𝑦𝑖 − 𝑚(𝑥𝑖) )2 + λ ∫[𝑚(𝑞)(𝑥)]
2

𝑑𝑥

𝑏

𝑎

𝑛

𝑖=1

 

 

(5) 

Where  λ is a smoothing parameter, v is the number of knots 

(v = 1,2,. . . ,d) , q is  order spline, β is a spline regression 

parameter vector, and D is a diagonal matrix containing 0 by 

q + 1 and 1 by knots, or 𝐃 =  diag (0𝑞+1, 1𝑑) 

3  ROBUST M ESTIMATION 

When a data is contaminated by outliers the 

consequences can be reduced through the penalized 

regression estimator can be rearranged by replacing the 

remaining quadratic functions with the estimator criteria M 

[11]: 

∑ 𝑝(𝑦𝑖
𝑛
𝑖=1 − 𝑚(𝑥𝑖,β))2 +λ∑ 𝛽𝑝+𝑗

2𝑘
𝑗=1  (6) 

Where ρ is equivalent, it does not decrease in [0, + ∞) and ρ 

(0) = 0,  

 

𝑝𝑐(𝑡) ={
𝑥2                                    |𝑥| ≤ 𝑐

2𝑐|𝑥| − 𝑐2                     |𝑥| > 𝑐
 

(7) 

 

Equation (7) is a huber function with c> 0 and at a certain 

level |x| > c will increase linearly, with c = 1,345 Mark the 

derivative of ρc as ψc(s) = max [-c, min(c,s)]. When residual 

is fitted ri = yi – m(xi;β), i = 1, …, n from the known spline 

regression is known, estimator M-scale robust can be used to 

estimate standart derivation �̂�𝜖 of the residuals, as follows: 

∑ 𝜑𝑐

𝑛

𝑖=1

(
𝑦𝑖 –  𝑚(𝑥𝑖; 𝜷)

�̂�𝜖

)                             
 

(8) 

The value ω determined by 

P(|r-r 0.5| < 𝜔)=
1

2
  

(9) 

Where  r0.5 is the population median. In addition, the standard 

estimate ω usually uses the median absolute deviation (MAD) 

statistic, which is defined as: 

MAD =Median {|r1-Mr|,. . . ,|rn-Mr|}    (10) 

Where  Mr is the usual sample median of residual fitted and 

MAD is actually the sample median of values n |r1 – Mr|, … 

,|rn –Mr|, with a limited sample breakdown point of 

approximately 0.5 .To place MAD in a more familiar context, 

it is usually scaled back as to estimate σϵ, especially when 

residuals sample from the normal distribution. Especially,  

MADN=
𝑀𝐴𝐷

𝑍0.75
 ≈ 1.4836 MAD   

(11) 

By using the spline base function there is computation 

�̂�𝑴= X�̂�𝑴with the regression coefficient of the M-type 

identified spline estimator using standard residuals  with the 

regression coefficients as follows: 

�̂�𝑴= argmin∑ 𝜌𝑐
𝑛
𝑖=1  (

𝑦𝑖−𝑚(𝑥𝑖;𝛽)

𝜎𝜀
)+λ𝛽𝑇D 𝛽   

(12) 

Furthermore, minimization for equation (12) is performed 

because ρc and ψc have nonlinear properties to satisfy equation 

(8). So to calculate the M-type estimator algorithm for 

penalized spline regression empirical pseudo data is used 

z=�̂�𝑝+ 
𝜓𝑐(𝑦−�̂�𝑝)

2
     

(13) 

Next, �̂�𝒑 is the least squares estimator according to the 

pseudo data  

�̂�𝑝=X(XTX +Λd)-1XTz  (14) 

So it is proven, the least squares estimator is finalized �̂�𝒑 

converge with �̂�𝑴, Initial curve estimation �̂�𝑝
(0)

 in the 

estimation algorithm of the regression model with the robust 

M estimator below, to choose the least square spline 

regression of the nonrobust penalty as in equation (15) 

�̂�LS =X �̂�LS =X(XTX+λd)-1XTz (15) 

The algorithm for estimating the regression model with the 

Robust M estimator is as follows: 

a. Enter the initial curve estimate  �̂�𝑝
(0)

, termination 

tolerance 𝜀 and maximum iteration number Itermax. 

Meanwhile arrange k=0 and do a few loop iterations 

b. Estimation �̂�𝜀 with using MADN=
𝑀𝐴𝐷

𝑍0.75
 ≈ 1.4836 

MAD  

c. Generate empirical pseudo data according to z=�̂�𝑝+ 
𝜓𝑐(𝑦−�̂�𝑝)

2
 

d. Calculate the least squares identified with the 

estimator �̂�𝑝
(𝑘+1)

 defined in �̂�𝑝=X(XTX +Λd)-1XTz 

for pseudo data where the parameter penalty λ 

chosen according to the formula GCV 

e. If || �̂�𝑝
(𝑘+1)

- �̂�𝑝
(𝑘)

||<𝜀||�̂�𝑝
(𝑘)

|| or k= Itermax , 

terminates and results from penalized spline 

estimation by type M  �̂�𝑀 = �̂�𝑝
(𝑘+1)

 , with  k= k+1 . 

And continue with step b 
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