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Abstract: Data analysis is an important stage in the study of various processes, phenomena, objects. These data can have a different 

physical nature and different structure. Therefore, it is important to have a set of versatile tools for the appropriate analysis. We 

single out wavelet analysis among such tools. The paper shows various directions for using wavelet analysis, shows a formalized 

description of such directions. Specific examples are also given for each direction of wavelet analysis. 
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1. INTRODUCTION 

Currently, information is one of the main resources. 

Information plays an important role in any scientific research, 

production activity, and human life. Timely and reliable 

information is the basis for the development of the economy, 

the diagnosis of human diseases, the creation of new materials 

and technologies. 

Information can be presented in any form [1], [2]. It can be 

a dataset in the form of a time series, a dataset in the form of a 

table, a description of semantic relationships between objects, 

various types of digital images. In general, the information is 

presented as a primary dataset. 

Various approaches, methods, procedures can be used to 

analyze information [3]-[5]. The choice of such information 

analysis tools depends on the problem that needs to be solved 

and on the form of information presentation. However, it is 

important not only to analyze the primary information. It is 

also necessary to be able to obtain additional information from 

the primary data. Ultimately, this is the main factor that 

determines the choice of tools for analyzing primary data. 

Among such universal tools, it is necessary to indicate the 

methods of wavelet ideology. It is the confirmation of this fact 

that is considered further in the article. 

2. MATERIALS AND METHODS 

2.1 Related Work 

There are many works that deal with various issues of 

primary data analysis, information processing, obtaining 

additional information and new knowledge. 

As a rule, among the data analysis tools, statistical methods 

occupy a special place. 

For example, in [6], attention is paid to descriptive 

statistics. The authors then build various tests against the 

normalized raw data. To do this, the authors use concepts such 

as a measure of mean values, variance. This approach to data 

analysis allows you to visualize the data processing process. It 

helps to make informed and correct decisions based on the data 

that is being researched. 

In work [7] preliminary methods of data analysis are 

considered. These methods allow you to select the necessary 

statistical approaches for data analysis. The authors also 

substantiate the need to present data in the desired form for 

their analysis using statistical methods. This is due to the fact 

that you need to know the assumptions and conditions for 

using statistical methods. This is important for getting the right 

conclusions and decisions. 

T. Górecki, M. Krzyśko, Ł. Waszak and W. Wołyński 

analyze special statistical methods for the study of multivariate 

data [8]. For this, the authors preliminarily define functional 

dependencies in the form of a data vector. This allows you to 

pre-isolate groups of related data. Further, such groups are 

considered as realizations of multidimensional random 

variables. 

In the work of S. Washington, M. Karlaftis, F. Mannering 

and P. Anastasopoulos, various methods that are used in the 

field of statistical analysis are considered and summarized [9]. 

The authors consider both simple methods of statistical 

analysis and econometric methods. 

The work [10] summarizes the methods of statistical 

analysis that are used to study medical and biomedical data. At 

the same time, the authors pay attention to the general 

procedure for data analysis, the correspondence of these data 

to the chosen procedure of statistical analysis. The authors also 

consider the issues of choosing statistical hypotheses and 

procedures for testing such hypotheses. 

Other approaches are used to analyze data. So in work [11] 

methods of graphical analysis are considered. These methods 

allow you to visualize the data analysis process. The decision-

making process is also visualized as a result of the 

corresponding analysis. 

J. Ho, T. Tumkaya, S. Aryal, H. Choi and A. Claridge-

Chang also pay attention to the graphical component in data 

analysis [12]. The authors consider various statistical 

hypotheses, taking into account the estimated graphs. 
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In [13], the issues of machine learning for data analysis are 

considered. The authors consider procedures that automate the 

data analysis process. Moreover, such data can be obtained in 

real time from the world around us. 

The authors of the study [14] analyze in detail various 

methods that allow for qualitative analysis. As a result, it 

allows for a better understanding of the phenomenon or 

process that is being investigated. However, at the same time, 

the authors also note the need to apply methods of descriptive 

statistical analysis. 

M. Salmona, E. Lieber and D. Kaczynski emphasize mixed 

methods of analysis [15]. The authors consider both 

quantitative and qualitative methods of analysis. At the same 

time, the authors talk about the possibility and necessity of 

combining different methods for data analysis. 

We see that various methods of statistical analysis are used 

to analyze data. Moreover, such data refer to different 

scientific areas, spheres of activity, branches of science and 

production. Various methods and approaches are also used for 

data analysis. Recently, among such methods and approaches, 

the use of the ideology of wavelets is widespread. This 

ideology has found application both in technical applications 

[15]-[17] and in applications related to medicine [18] and 

economics [19]-[21]. 

2.2 Wavelet ideology as an analysis tool 

The ideology of wavelets is based on the use of special 

functions – wavelet functions. These functions allow you to 

make a wavelet transform on the data that is being examined. 

Such data, as a rule, are presented in the form of a time series 

or a sequence of data that describe some pattern. 

A wavelet function is a function that describes oscillation 

and scaling [22]. Then, if there is a sharp change in values in 

the data being examined, the wavelet function can detect this. 

This can be estimated by the value of the first derivative [22], 

[23]. In this case, the first derivative tends to zero. Smooth 

transitions will have small derivative values. 

The basis of the formal characteristics of the wavelet 

ideology for continuous wavelet transform is the use of two 

functions [22]-[24]: 

‒ wavelet – (t) functions with zero integral value 

0dt)t( 




,                                       (1) 

that determines signal details and generates the detail 

coefficients;  

– scaling functions (t) with a single integral value  

0dt)t( 




,                                     (2) 

that determines rough approximation of signal and generates 

approximation coefficients. 

Then we can describe the wavelet transform as follows 

[23], [24]: 
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  – is a mother wavelet satisfying condition (1); 

a , b – scale and center of time localization, that determine 

the scale and (t) function offset in accordance with the scaling 

conditions (2); 

)t(g  – is a dataset or time series that is being explored, t – 

determines the order of the function data )t(g . 

If we have two time series ( )t(1g , )t(2g ), then we can 

investigate the mutual influence of such data. For this, wavelet 

coherence is used. Wavelet coherence is analogous to multiple 

correlations. For analysis, you can use the following 

expression [25], [26]: 
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where:  

 )b,a(W  – values of cross wavelet spectra; 

  – is a smoothing operator;  

 )b,a(R2
 – the squared wavelet coherency coefficient. 

1)b,a(R0 2  . If these values tend to zero, then we have a 

weak correlation. Otherwise, we have a strong correlation [25], 

[26]. 

3. SEVERAL EXAMPLES OF THE APPLICATION OF THE 

IDEOLOGY OF WAVELETS FOR DATA ANALYSIS 

One of the indicators of time series analysis is the Hurst 

exponent. The Hurst exponent is a measure of the self-

similarity of a time series. The Hurst exponent also reflects the 

complexity of the dynamics of the time series, the properties 

of its correlation structure. 

In order to estimate the Hurst exponent, one can use the 

apparatus of the wavelet theory. In general, you can write [24]: 

j)1H2(
j 2E  ,                              (5) 

where  

H – is the Hurst exponent, 
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jE  – the energy value at a given level of the wavelet 

expansion with a given number ( jN ) of detailing wavelet 

coefficients ( )t(gd ). 

Then the general formula for estimating the Hurst exponent 

is as follows: 

constj)1H2()d(FElog )t(gj2  .           (6) 

Or 

.
2

1

j2

constElog

j2

jconstElog
H

,constElogjHj2

,Elogconstj)1H2(

j2j2

j2

j2













(7) 

Then, by scanning the initial series ( )t(g ) in accordance 

with formula (7), it is possible to obtain the dynamics of the 

change in the Hurst exponent for such a series of data. 

In fig. 1 shows a row, let's call it "Fishing 1". 

 

Figure 1. Some row of "Fishing 1" 

 

In fig. 2 shows a row, let's call it "Fishing 2". 

 

Figure 2. Some row of "Fishing 2" 

In fig. 3 shows the dynamics of the Hurst exponent for the 

data in fig. 1 and fig. 2. 

 

Figure 3. Dynamics of the Hurst exponent 

 

We see a similar, but different dynamics of the Hurst 

exponent for the data in fig. 1 and fig. 2. This allows us to 

speak about a different correlation structure of the initial data, 

as well as about the difference in the dynamics of the studied 

data series. It is important to know this when analyzing the 

self-similarity of series, in studying their properties, and 

predicting the development of such series. 

We can also use the ideology of wavelets in image 

processing. For this we will use formulas (1-3). The 

corresponding analysis is carried out for all lines of the original 

image, then for all columns of the image. Further, the results 

are combined. As a result, we get a processed image, where 

you can see the outlines of the selected objects. By setting 

different parameters for combining the results of processing 

the original image in rows and columns, we can get different 

levels of detail for image processing. This makes it possible to 

increase the efficiency of the analysis of the original image, to 

increase the accuracy of identifying objects in the image. 

Below are some of the results of such image processing, where 

the parameter of the wavelet transform scale (a) and the 

parameters for the key rows (ST) and columns (SC) play an 

important role in obtaining the final image. 

In fig. 4 shows the original image of cytological 

preparations. 

 

Figure 4. The original image of cytological preparations 
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In fig. 5-fig. 8 shows the results of the wavelet processing 

of the original image with different parameters. 

 

Figure 5. Results of the wavelet processing of the original 

image (а=20, ST=10, SС=12) 

 

 

Figure 6. Results of the wavelet processing of the original 

image (а=50, ST=15, SС=15) 

 

Figure 7. Results of the wavelet processing of the original 

image (а=50, ST=40, SС=45) 

 

Figure 8. Results of the wavelet processing of the original 

image (а=30, ST=20, SС=25) 

We see different results of processing the original image. 

These results are highly dependent on the choice of input 

parameters for the appropriate wavelet transform. We can only 

identify the nucleus of the cell or the cell as a whole. This 

allows you to apply different analysis algorithms and identify 

different objects in the image. This is an important point for 

the diagnosis of diseases. 

Wavelet analysis also allows you to analyze the mutual 

dynamics of different time series. This can be done on the basis 

of a formalized dependence, which is represented by 

expression (4). 

In fig. 9 shows a plot of some time series 1.  

 

Figure 9. Time series plot 1. 

In fig. 10 shows a plot of some time series 2. 
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Figure 10. Time series plot 2. 

In fig. 11 shows the wavelet coherence values between 

time series 1 data and time series 2 data. 

 

Figure 11. The value of the wavelet coherence between time 

series 1 and 2 

We see a close relationship between time series 1 and 2 

both for different time intervals and for different depths of 

assessing such a relationship. Thus, we can analyze in detail 

the relationship between the data we are exploring. This helps 

to make the right decisions and predict the future dynamics of 

the data that is being explored. 

4. CONCLUSION 

We have discussed the importance of data analysis for 

decision-making in any field of activity or research. The paper 

notes the possibility of using various methods and approaches 

for data analysis. Among such methods and approaches, 

methods of statistical analysis prevail. At the same time, it was 

noted that wavelet analysis is becoming the tool that has 

recently been widely used for various studies. 

We have identified three areas of using wavelet ideology 

for data analysis. The paper provides a formalized description 

of such areas. The work also shows specific examples of the 

use of wavelet ideologists for analyzing different types of data. 

This allows us to say that the wavelet ideology is a universal 

tool for data analysis. 
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