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Abstract: Diabetes mellitus is one of the deadliest diseases in the world. Indonesia ranks seventh for the highest diabetes sufferers 

in the world. The prevalence of diabetics in Indonesia reaches 6.2%. According to these results, most diabetics suffer from diabetes 

mellitus type 2. Dyslipidemia is one of the factors that affect diabetes mellitus type 2. Dyslipidemia is a disorder of fat metabolism 

which is characterized by an increase in plasma fat levels. The main abnormality of fat levels is an increase in LDL cholesterol and 

triglycerides. To predict the risk of diabetes mellitus type 2, we need to build a model. In statistical analysis, there are two approaches 

to estimating the model, namely parametric and nonparametric. In this study, we predicted the risk of diabetes mellitus type 2 based 

on LDL cholesterol and triglyceride levels using nonparametric ordinal logistic regression (GAM) based on a smoothing spline 

estimator and compared it with the parametric ordinal logistic regression (GLM) approach. Based on stability test, namely the 

press's Q value based on nonparametric ordinal logistic regression (GAM) model based on the smoothing spline estimator is stable 

or consistent with the accuracy value and the sensitivity value for the category diabetes mellitus type 2  are 85% and 0.93 

respectively. Meanwhile, the Press’s Q value based on parametric ordinal logistic regression (GLM) model is instable or 

inconsistent with accuracy value and the sensitivity value for the category diabetes mellitus type 2  are 37.5%  and 0.47 respectively. 

This means ordinal logistic regression using a nonparametric approach (GAM) based on a smoothing spline estimator is better than 

a parametric approach (GLM) to predict the risk of diabetes mellitus type 2. 

Keywords—Diabetes Mellitus Type 2; LDL Cholesterol; Triglycerides; Ordinal Logistic Regression; Generalized Additive Model; 

Smoothing Spline Estimator; Generalized Linear Model 

 

1. INTRODUCTION 

Diabetes Mellitus is one of the deadliest diseases in the 

world. This disease is better known as the silent killer because 

it can attack all important organs of the human body and cause 

various kinds of complications in the human body. Types of 

diabetes mellitus can be classified into type 1 diabetes mellitus 

and diabetes mellitus type 2. Diabetes mellitus type 2 accounts 

for between 90% and 95% of diabetes, with the highest 

proportion in low- and middle-income countries [1]. 

Indonesia ranks seventh for the highest diabetics. The 

prevalence of diabetics in Indonesia reaches 6.2%, which 

means that there are more than 10.8 million people with 

diabetes. From these results, most sufferers suffer from 

diabetes mellitus type 2 [2]. On the other hand, this is also due 

to the condition of the Covid-19 pandemic. Covid-19 infection 

also affects people with diabetes mellitus. The covid-19 

infection has resulted in significant changes in the metabolism 

of patients with significant increases in blood glucose which 

can lead to increased insulin resistance and associated 

hyperglycemia [3]. Based on data from the Indonesian 

Ministry of Health as of October 13, 2020, it shows that of the 

1488 Covid-19 patients who died, around 11.6% suffered from 

diabetes mellitus [2]. 

One of the risk factors that influence diabetes mellitus is 

dyslipidemia. Dyslipidemia is a fat metabolism disorder 

characterized by an increase or decrease in plasma fat levels. 

The main abnormality in the fat content is an increase in LDL 

fat content and an increase in triglyceride levels [4]. The risk 

of diabetes mellitus increases with the increase in triglyceride 

levels. A person who has diabetes mellitus type 2 is 

characterized by hypertriglyceridemia. Reduced insulin 

secretion can cause triglyceride levels to increase affecting the 

state of diabetes mellitus type 2 [5]. In addition, high LDL 

cholesterol will have a relationship with diabetes mellitus [6]. 

Based on this research, the researcher used the ordinal 

logistic regression method. Where, diabetes mellitus type 2 is 

divided into three levels, namely not suffering from diabetes 

mellitus type 2/normal (Y=0), pre-diabetes mellitus type 2 

(Y=1), and diabetes mellitus type 2 (Y=2). Ordinal logistic 

regression is a method that can be used to find the relationship 

between response variables that are polychotomous (have 

more than two categories) and have levels with more than one 

predictor variable [7]. There are 2 approaches to ordinal 

logistic regression, namely the parametric approach with 

Generalized Linear Models (GLM) and the nonparametric 
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approach with Generalized Additive Models (GAM). One of 

the nonparametric estimators is the smoothing spline. In one 

of the studies, a smoothing spline was used to estimate the 

internal capacity of Lithium-Ion batteries and showed that the 

proposed method produces good results with low RMSE [8]. 

The results of this study support that the smoothing spline is 

an estimator that has the best flexibility in estimating 

nonparametric regression functions compared to others [9]. 

Based on the facts and previous research, to get better 

results, researchers will predict risk factors for diabetes 

mellitus type 2 using nonparametric ordinal logistic regression 

(GAM) approaches with smoothing spline estimator and 

compare it with the parametric ordinal logistic regression 

(GLM). With this study, it is hoped that the prediction results 

obtained can be used to predict the possible risk of a person 

developing diabetes mellitus type 2 to prevent the occurrence 

of diabetes mellitus in Indonesia. 

2. LITERATURE REVIEW 

2.1 Diabetes Mellitus Type 2 

Diabetes Mellitus Type 2 is a metabolic disease caused by 

an increase in blood sugar in the body due to decreased insulin 

secretion by pancreatic beta cells or impaired insulin function 

(insulin resistance). Insulin resistance means that diabetes 

mellitus type 2 is caused by the failure of insulin target cells or 

the inability to respond to insulin normally. Many of these 

causes of insulin resistance result from obesity, lack of 

exercise, and aging [10]. One way to detect diabetes is to take 

the Fasting Blood Sugar (GDP) test. 

2.2 LDL Cholesterol 

Cholesterol is a type of fatty substance produced by cells 

in the body, and about a quarter of the amount produced is 

produced in the liver [11]. Cholesterol is classified into two, 

namely LDL and HDL. LDL cholesterol (Low-Density 

Lipoprotein) is also called bad cholesterol. This LDL plays a 

role in carrying cholesterol throughout the body that is needed 

through the arterial wall network. If the patient eats too much 

LDL, it will accumulate cholesterol in the arteries, thus it can 

cause plaques and result in the narrowing of the arteries. 

2.3 Triglycerides 

Triglycerides are one of the main types of fat that are 

transported in the blood and stored in body fat tissue. The 

function of triglycerides is to store calories and provide 

energy for the body. The two main sources of plasma 

triglycerides are exogenous carried by chylomicrons (eg 

carbohydrates and fats from food) and endogenous (derived 

from the liver) and endogenous carried by Very Low-Density 

Lipoprotein (VLDL). Individuals with diabetes mellitus type 

2 are characterized by hypertriglyceridemia (a condition in 

which triglycerides are elevated with or without other 

lipoprotein disorders) [5]. 

2.4 Generalized Additive Model (GAM) 

 Generalized Additive Models (GAM) is a model that can 

be used to estimate nonparametric models by replacing the 

linear form of Generalized Linear Models (GLM) with an 

additive form that uses certain smoothing [12]. The GAM 

model in ordinal logistic regression can be expressed in the 

following equation: 

𝑔(𝛾𝑖) = 𝜃𝑞 + ∑ 𝑓𝑗(𝑥𝑖𝑗)
𝑝
𝑗=1 ,   𝑖 = 1,2, … , 𝑛

 (1

) 

In the ordinal logistics model, the 𝑔 function is a link function 

for the cumulative logit model, i.e𝑙𝑛 (
𝛾𝑖

1−𝛾𝑖
), thus𝛾𝑖can be 

obtained as follows: 

𝛾𝑖 =
exp(𝜃𝑞+∑ 𝑓𝑗(𝑥𝑖𝑗)

𝑝
𝑗=1 )

[1+exp(𝜃𝑞+∑ 𝑓𝑗(𝑥𝑖𝑗)
𝑝
𝑗=1

)]
, 𝑞 = 1,2, … , 𝐾 − 1

 (2

) 

The regression function in GAM is generally estimated 

using a local scoring algorithm. This is because the local 

scoring algorithm can accommodate an additive 

nonparametric regression model whose distribution of the 

response variable belongs to the exponential family [12]. The 

steps in the local scoring algorithm for (𝑚 = 0,1,2, … ) with 

following steps: 

1. Defining𝑓𝑗
(0)

(𝑥𝑖𝑗) = 0, 𝜃̂(0) = 𝑙𝑜𝑔𝑖𝑡(∑ 𝑛𝑖𝑔𝑖𝑘/𝑖

∑ 𝑛𝑗𝑖 ) 

2. 𝑙𝑜𝑔𝑖𝑡(𝜸̂𝑖
(𝑚)

) = 𝜃̂ + 1 ∑ 𝑓𝑗
(𝑚)(𝑥𝑖𝑗)

𝑝
𝑗=1

 (3

) 

3. 𝜋𝑖
(𝑚) = 𝐿−𝜸̂𝑖

(𝑚)

 (4

) 

4. 𝑪𝑖
(𝑚)

= 𝑑𝑖𝑎𝑔[𝛾𝑘(1 − 𝛾𝑘)], 𝑘 = 1,2, . . 𝐾             

 (5

) 

5. 𝑨𝑖
(𝑚)

= 𝐴 (𝜸̂𝑖
(𝑚)

𝑖
, 𝑛𝑖)                                           (6) 

6. 𝑾𝑖
(𝑚)

= (𝑪𝑖
(𝑚)

)
𝑡
𝑨𝑖

(𝑚)
(𝑪𝑖

(𝑚)
) (7) 

7. 𝒛𝑖
(𝑚)

= 𝜃̂ + (𝑪𝑖
(𝑚)

)
−1

(𝒈𝑖 − 𝜸̂𝑖
(𝑚)

) (8) 

8. 𝜃(𝑚+1) = (∑ 𝑾𝑖
(𝑚)𝑛

𝑖=1 )
−1

∑ 𝑾𝑖
(𝑚)

𝒛𝑖
𝑛
𝑖=1  (9) 

9. Obtaining the adjusted dependent value 

𝑧𝑖 = 𝜂(𝑚)(𝒙𝑖) +
𝟏𝑇𝑾𝑖

(𝑚)
[(𝑪𝑖

(𝑚)
)

−1
(𝒈𝑖−𝜸̂𝑖

(𝑚)
)]

𝟏𝑇𝑾
𝑖
(𝑚)

𝟏
 (10) 

10. Defining𝜶̂(𝑚) =  𝑧̅(𝑚) 

11. 𝑅𝑖𝑗
(𝑚)

=  𝑧𝑖 − 𝛼̂(𝑚) − 1(∑ 𝑓𝑠
(𝑚)(𝑥𝑖𝑠)𝑗−1

𝑠=1 −

∑ 𝑓𝑠
(𝑚)(𝑥𝑖𝑠)𝑝

𝑠=𝑗+1 ) (11) 

12. Calculating smoothing function 

𝑓𝑗
(𝑚+1)(𝑥𝑖𝑗) = 𝐴(𝜆𝑖𝑗)𝑅𝑖𝑗

(𝑚+1) (12) 
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13. Iterating steps (10) to (12) to find the value of the 

backfitting convergence 

criterion|
∑ ∑ (𝑓𝑗

(𝑚−1)(𝑥𝑖𝑗)−𝑓𝑗
(𝑚)(𝑥𝑖𝑗))

2
𝑝
𝑗=1

𝑛
𝑖=1

1+∑ ∑ (𝑓𝑗
(𝑚−1)(𝑥𝑖𝑗))

2
𝑝
𝑗=1

𝑛
𝑖=1

| ≤ 𝜀 (13) 

14. Calculating the value of𝛾𝑖
(𝑚+1)

, 𝜋𝑖
(𝑚+1)

and 

weighting matrix𝑾𝑖
(𝑚+1)

 

15. Calculating adjusted dependent variable𝑧𝑖
(𝑚)

 

16. Calculating deviance value (𝐷) 

Iterating steps (1) to (16) to obtain a convergent 

value|𝐷(𝑚+1) − 𝐷(𝑚)| < 𝜀 

2.5 Smoothing Spline Estimator 

Smoothing is a process that can eliminate coarse data by 

following the shape of the data pattern. The smoothing 𝒇̂(𝒙) 

can be obtained based on the observed data, namely pairs of 

predictor variables and response variables. The smoothing 

function estimator is a function estimator that can map the 

data well and has a small error variance. Therefore, by using 

𝒏 observational data, 𝒇(𝒙) can be obtained by minimizing the 

penalized least square (PLS) function, which is: 

∑ {𝑦𝑖 − 𝑓(𝑥𝑖)}2 + 𝜆 ∫ {𝑓′′(𝑡)}2𝑏

𝑎
𝑛
𝑖=1 𝑑𝑡 (14) 

with 𝜆 is constant and 𝑎 ≤ 𝑥1 ≤ ⋯ ≤ 𝑥𝑛 ≤ 𝑏 [13] 

2.6 Generalized Linear Model (GLM) 

 The Generalized Linear Model (GLM) is an extension of 

the linear regression model with the assumption that the 

predictor has a linear effect but does not assume a certain 

distribution of the response variable and is used when the 

response variable is a member of the exponential family [14]. 

The GLM model in ordinal logistic regression can be 

expressed in the following equation: 

𝑔(𝛾𝑖) = 𝜃𝑞 + ∑ 𝛽𝑗𝑥𝑖𝑗
𝑝
𝑗=1 ,   𝑖 = 1,2, … , 𝑛 (15) 

In the ordinal logistics model, the 𝑔 function is a link function 

for the cumulative logit model, i.e𝑙𝑛 (
𝛾𝑖

1−𝛾𝑖
), thus 𝛾𝑖can be 

obtained as follows: 

𝛾𝑖 =
exp(𝜃𝑞+∑ 𝛽𝑗𝑥𝑖𝑗

𝑝
𝑗=1 )

[1+exp(𝜃𝑞+∑ 𝛽𝑗𝑥𝑖𝑗
𝑝
𝑗=1

)]
 , 𝑞 = 1,2, … , 𝐾 − 1 (16) 

By assuming as many categories as K, the probability of the 

response variables for the parametric logistic regression 

model in each category is obtained as follows. 

𝜋0(𝑥) =
exp(𝜃0+∑ 𝛽𝑗𝑥𝑖𝑗)

𝑝
𝑗=1 )

1+exp(𝜃0+∑ 𝛽𝑗𝑥𝑖𝑗)
𝑝
𝑗=1

)
 (17) 

𝜋1(𝑥) =
exp(𝜃1+∑ 𝛽𝑗𝑥𝑖𝑗

𝑝
𝑗=1 )

1+exp(𝜃1+∑ 𝛽𝑗𝑥𝑖𝑗
𝑝
𝑗=1

)
−  

exp(𝜃0+∑ 𝛽𝑗𝑥𝑖𝑗
𝑝
𝑗=1 )

1+exp(𝜃0+∑ 𝛽𝑗𝑥𝑖𝑗
𝑝
𝑗=1

)
 (18) 

𝜋2(𝑥) = 1 − 
exp(𝜃1+∑ 𝛽𝑗𝑥𝑖𝑗

𝑝
𝑗=1 )

1+exp(𝜃1+∑ 𝛽𝑗𝑥𝑖𝑗
𝑝
𝑗=1

)
 (19) 

 

2.7 Press’s Q 

Press's Q is a measure to determine the stability in 

classification. Press's Q test statistics show the extent to which 

these groups can be separated from the existing variables. 

Press's Q hypothesis test can be written as follows: 

𝐻0 = Unstable/inconsistent model classification results 

𝐻1 = Stable/consistent model classification results 

 

Press's Q test can be written as follows: 

𝑃𝑟𝑒𝑠𝑠′𝑠𝑄 =  
(𝑁−𝑛𝐾)2

𝑁(𝐾−1)
 ~𝑋2

(1) (20) 

The results of the Press’s Q calculation are compared with 

the Chi-square value with the critical area being 𝐻0is 

rejected if Press’s Q>𝑋2
(𝑑𝑓,𝛼)[15]. 

2.8 Deviance 

To test the fitness of the model by comparing the actual 

model to the alleged model, we need a test statistic called 

deviance 

The fitness test of the ordinal logit model using the 

deviance test is carried out with the following hypotheses: 

𝐻0: ordinal logistics model is fit 

𝐻1 : ordinal logistics model is not fit 

The calculation of deviance values for ordinal logistic 

regression models is as follows : 

𝐷 = 2 ∑ [𝑦𝑖1 ln (
𝑦𝑖1

𝜋̂1(x𝒊)
) + 𝑦𝑖2 ln (

𝑦𝑖2

𝜋̂2(x𝒊)
) + ⋯ +𝑛

𝑖=1

𝑦𝑖𝑞 ln (
𝑦𝑖𝑞

𝜋̂𝑞(x𝒊)
)] (21) 

The null hypothesis is rejected if the value of 𝐷 >
𝜒2

((𝑞−1)(𝐽−𝑝−1),𝛼)with 𝐽is the number of levels of different 

predictor variables [16]. 

2.9 Confusion Matrix 

A confusion Matrix (also known as a contingency table 

or error matrix) is one of the techniques that can be used to 

access the results of the performance of an algorithm. The 

Confusion Matrix contains information that compares the 

predicted results from the model generated by the 

classification with the actual results [17]. Confusion Matrix 

tables can be used in classification evaluation matrices such 

as accuracy, sensitivity, and others. 

Table 1: Confusion Matrix 3x3 

 Actual 

A B C 

Predicti

on 

A AA BA CA 

B AB BB CB 
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C AC BC CC 

 

The level of accuracy is a comparison between the 

correct clarified data and the whole data [18]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝐴𝐴+𝐵𝐵+𝐶𝐶

𝑛
𝑋 100% (22) 

Sensitivity is the percentage, or proportion, of the 

number of positive categories that are classified correctly with 

all samples having positive categories [19] 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝐴 =
𝐴𝐴

𝐴𝐴+𝐴𝐵+𝐴𝐶
 (23) 

 

3. MATERIAL AND METHOD 

This section will explain the research data, sampling 

techniques, and research variables. 

3.1  RESEARCH DATA 

The data used in this study is a combination of primary data 

and secondary data obtained through filling out questionnaires, 

interviews, and viewing the medical records of diabetes 

mellitus outpatients at the Haji General Hospital Surabaya 

since October 2020. In this study, we use 40 respondent. 

3.2 Research Variables 

In this study, there were 2 predictor variables analyzed with 

the risk of diabetes mellitus type 2. Research variables, 

operational definitions, and data scales are presented in Table 

2. 

Table 2: Research Variables 

Research 

Variable 

Operational Definition Data Scale 

Diabetes 

Occurrence 

Measured by Fasting 

Blood Sugar (GDP) 

which is categorized 

into 3 categories 

Ordinal: 

0. Not suffering 

from 

diabetes/normal 

mellitus type 2 

1. Pre-diabetes 

mellitus type 2 

2. Diabetes 

mellitus type 2 

LDL 

Cholesterol 

The number of LDL 

cholesterol levels in 

the patient's blood 

examination results 

Ratio 

Triglycerides 

The number of 

triglyceride levels in 

the patient's blood 

Ratio 

 

4. RESULT AND DISCUSSION 

The data used in this study amounted to 40 data consisting 

of 10 patients not suffering from diabetes mellitus type 2, 15 

patients suffering from pre-diabetes mellitus type 2, and 15 

patients suffering from diabetes mellitus type 2. The data used 

in predicting models with predictor variables including LDL 

cholesterol and triglyceride levels. 

4.1 Predicting of Diabetes Mellitus Type 2 Risk Using 

Ordinal Nonparametric Logistic Regression Based on 

Smoothing Spline Estimator 

The predictive result of the estimation model of diabetes 

mellitus type 2 risk using nonparametric ordinal logistic 

regression based on smoothing spline estimator can bee seen 

in the value of the classification accuracy trought a confussion 

matrix (Table 3). 

Table 3: Classification Accuracy Using Smoothing Spline 

 

Actual 

Normal 

Pre-diabetes 

mellitus type 

2 

Diabetes 

mellitus 

type 2 

Prediction 

Normal 6 1 1 

Pre-

diabetes 

mellitus 

type 2 

1 14 0 

Diabetes 

Mellitus 

Type 2 

3 0 14 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
6 + 14 + 14

40
𝑋 100% = 85% 

Based on the above calculation, the accuracy of the 

nonparametric ordinal logistic regression model based on 

smoothing spline estimator is 85%, so it can be seen that the 

nonparametric ordinal logistic regression model based on the 

smoothing spline estimator can explain 85% of the occurrence 

of diabetes mellitus type 2 for the sample data. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(𝑑𝑖𝑎𝑏𝑒𝑡𝑒𝑠𝑚𝑒𝑙𝑙𝑖𝑡𝑢𝑠𝑡𝑦𝑝𝑒 2) =
14

1 + 0 + 14
= 0.93 

 

The sensitivity value for the category of diabetes mellitus 

type 2 is 0.93. It explains that the probability of a person being 

declared as a diabetes mellitus type 2 patient and suffering 

from diabetes mellitus type 2 is 0.93. 

 

To determine the stability of the classification or the 

accuracy of the model, a Press’s Q test is needed. The value 

of Press's Q in the nonparametric ordinal logistic regression 
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(GAM) model based on smoothing spline estimator is as 

follows: 

𝑃𝑟𝑒𝑠𝑠′𝑠𝑄 =  
(40 − (34𝑥3))2

40(3 − 1)
= 48.05 

 Because the value of Press's Q is greater than the value 

of 𝑥(0.05,1)
2 = 3.84 it can be concluded that the nonparametric 

ordinal logistic regression (GAM) model based on the 

smoothing spline estimator is stable or consistent. 

After getting the predicted values from model, then the 

deviance value is calculated as the model fitness criteria. 

Deviance values for nonparametric ordinal logistic regression 

model can be summarized in the following table: 

 

Table 4: Deviance value for nonparametric ordinal 

logistic regression model 

Model Deviance Value 

Nonparametric ordinal 

logistic regression based on 

smoothing spline estimator 

58.50 

 

Because the value of deviance is smaller than the value 

of 𝑥(0.05,74)
2 = 95.08 it can be concluded that the 

nonparametric ordinal logistic regression (GAM) model 

based on the smoothing spline estimator is fit. 

4.2 Comparation of Prediction of Risk Diabetes Mellitus 

Type 2 Using Parametric Ordinal Logistic Regression 

(GLM) 

 If we estimate the risk of diabetes mellitus type 2 using 

parametric ordinal logistic regression, we get the estimation 

equation: 

𝜋̂0(𝑥𝑖) =  
exp (−0.604+0.007𝑋1−0.002𝑋2)

1+exp (−0.604+0.007𝑋1−0.002𝑋2)

 (24

) 

𝜋̂1(𝑥𝑖) =  
exp (1.030+0.007𝑋1−0.002𝑋2)

1+exp (1.030+0.007𝑋1−0.002𝑋2)
−

exp (−0.604+0.007𝑋1−0.002𝑋2)

1+exp (−0.604+0.007𝑋1−0.002𝑋2)

 (25

) 

𝜋̂2(𝑥𝑖) =  1 −
exp (1.030+0.007𝑋1−0.002𝑋2)

1+exp (1.030+0.007𝑋1−0.002𝑋2)

 (26

) 

The following is the estimated value of 𝜋̂𝑘(𝑥𝑖)which is 

the largest and will be classified in the k-th category 

The value of the classification accuracy of the ordinal 

logistic regression model using a parametric approach (GLM) 

through a confusion matrix (Table 5) 

Table 5: Classification Accuracy Using Parametric 

 

Actual 

Normal 

Pre-diabetes 

mellitus type 

2 

Diabetes 

mellitus 

type 2 

Prediction 

Normal 0 0 0 

Pre-

diabetes 

mellitus 

type 2 

4 8 8 

Diabetes 

Mellitus 

Type 2 

6 7 7 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
8 + 7

40
𝑋 100% = 37.5% 

Based on the above calculation, the accuracy of the 

parametric ordinal logistic regression model is 37.5%, so it can 

be seen that the parametric ordinal logistic regression model 

can explain 37.5% of the occurrence of diabetes mellitus type 

2 for the sample data. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦(𝑑𝑖𝑎𝑏𝑒𝑡𝑒𝑠 𝑚𝑒𝑙𝑙𝑖𝑡𝑢𝑠𝑡𝑦𝑝𝑒 2) =
7

0 + 8 + 7
= 0.47 

 

The sensitivity value for the category of diabetes mellitus 

type 2 is 0.47. it explains that the probability of a person being 

declared as a diabetes mellitus type 2 patient and suffering 

from diabetes mellitus type 2 is 0.47. 

 

The value of Press's Q in the parametric ordinal logistic 

regression (GLM) model is as follows: 

𝑃𝑟𝑒𝑠𝑠′𝑠𝑄 =  
(40 − (15𝑥3))2

40(3 − 1)
= 0.31 

 Because the value of Press's Q is smaller than the value 

of 𝑥(0.05,1)
2 = 3.84, thus it can be concluded that the resulting 

parametric ordinal logistic regression (GLM) model is 

unstable or inconsistent. 

Deviance values for parametric ordinal logistic 

regression model can be summarized in the following table: 

 

Table 6: Deviance value for parametric ordinal logistic 

regression model 

Model Deviance Value 

Parametric ordinal logistic 

regression  
85.82 
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Because the value of deviance is smaller than the value 

of 𝑥(0.05,74)
2 = 95.08 it can be concluded that the parametric 

ordinal logistic regression (GLM) model is fit. 

 

5. CONCLUSIONS 

Prediction of  diabetes mellitus type 2 risk is effected by 

LDL cholesterol and triglycerides by using the proposed 

model approach, that is, additive nonparametric ordinal 

logistic regression model (GAM) based on smoothing spline 

estimator is better than parametric ordinal logistic linear 

regression model (GLM). Based on the validity test that is 

Press's Q value statistics, the proposed model ordinal logistic 

nonparametric (GAM) approach is valid to predict diabetes 

mellitus type 2 risk by cholesterol LDL and triglycerides, but 

the logistic parametric regression model  (GLM) approach is 

not valid 
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