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Abstract: Sustainable Development Goals (SDGs) as one of the programs carried out by the United Nations with the main objective 

of reducing inequality, ending poverty and protecting the environment. Sentiment analysis is used to process and further analyze 

public opinion on a topic. This study aims to find out how many neutral, positive and negative sentiments are for the SDGs topic on 

Twitter and to build a classification model of public sentiment towards SDGs using Decision Tree C5.0 and Classification and 

Regression Tree (CART). The data used in this study are tweets on the topic of SDGs in English from May 17, 2022 to May 24, 2022. 

The results showed that there were 3,956 tweets with neutral sentiment, 5,228 tweets with positive sentiment and 816 tweets with 

negative sentiment. The Decision Tree C5.0 model has an accuracy, precision and recall value of 94.54%, 94.54% and 99.43%, 

respectively, while the CART model has an accuracy, precision and recall value of 92.97%, 99.42% and 92.93%, respectively. The 

best model for classifying sentiment on the topic of SDGs is the Decision Tree C5.0 model. 
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1. INTRODUCTION 

Technology has become one of the aspects that play an 

important role in obtaining information or knowledge needs. 

Technological developments make it easier for someone to 

access public opinion. One form of rapid technological 

development is the presence of social media. Social media is 

one of the public services to convey or obtain news, opinions 

and comments in short messages. Twitter is one of the most 

popular social media in Indonesia [1]. According to the Statista 

report as of January 2022, twitter users in Indonesia reached 

18.45 million users, making Indonesia the 5th largest twitter 

user in the world [2]. Sustainable Development Goals (SDGs) 

is one of the topics on Twitter. 

SDGs is one of the programs carried out by the United 

Nations as an international agenda in the context of the welfare 

of the world community. The main goals of the SDGs are 

reducing inequality, ending poverty and protecting the 

environment [3]. However, the SDGs have generated many 

opinions, both pro and contra on the topic of the SDGs. To 

process and further analyze opinions on the topic of SDGs, 

sentiment analysis can be used. 

Sentiment analysis is a method of finding the percentage 

level of negative sentiment and positive sentiment on a topic 

[4]. Sentiment analysis is one way to see the tendency of public 

opinion towards a problem or topic [5]. The main purpose of 

sentiment analysis is to classify texts that are negative, neutral 

or positive based on the results of sentiment [6]. There are 

several classification methods that can be used in sentiment 

analysis, including Decision Tree C5.0 and Classification and 

Regression Tree (CART) [7]. 

Decision Tree C5.0 has the advantage that it is able to 

distinguish data based on attributes that provide information 

and divide attributes according to the greatest information gain 

value [8]. The application of Decision Tree C5.0 plays an 

important role in decision making because the decisions taken 

are more objective [9]. Meanwhile, CART is an innovative tree 

construction technique in determining the magnitude of the 

effect of predictor variables on outcome variables. The 

advantage of CART is that the resulting tree is clear and easy 

to interpret [10]. 

Research conducted by Wirdhaningsih, et al. (2001) 

applied Decision Tree C5.0 to forecast forex with time frame 

M15 for EUR/USD currency with buy accuracy of 84.49%, 

sell accuracy of 83.69% [11]. The CART method has been 

used by Zimmerman, et al. (2016) to predict influenza in 

primary care patients. The results of this study provide a 

negative predictive value (NPV) of 94% for the development 

sample, a sensitivity value of 84%, a specificity of 48% and a 

positive predictive value (PPV) of 23% [12]. 

Based on this explanation, a research will be conducted on 

sentiment analysis of the Sustainable Development Goals on 

Twitter by classifying the Decision Tree C5.0 and 

Classification and Regression Tree to identify the tendency of 

public opinion towards the SDGs on Twitter. This study aims 

to find out how many neutral, positive and negative sentiments 

are for the SDGs topic on Twitter and to build a classification 

model of public sentiment towards the SDGs using Decision 

Tree C5.0 and Classification and Regression Tree. It is hoped 

that this research can help the United Nations and the 

government to implement the SDGs program. 

2. LITERATURE REVIEW 

2.1 Text Mining 

Text mining is a process of mining textual data derived 

from text and has the aim of finding words that can visualize 

the contents of the text so that correlations can be analyzed 
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between one text and another. Therefore, in this process the 

data source is used in the form of an unstructured collection 

of documents with the identification and exploration of 

interesting patterns [13]. Text mining as a form of variation 

of data mining has uses for classifying. The technique seeks 

to explore interesting patterns sourced from large text data 

sets. [14]. 

2.2 Sentiment Analysis 

A Sentiment analysis has the aim of determining public 

perception or subjectivity regarding a topic of discussion, 

event, or problem [15]. This analysis is applied to determine 

the public’s tendency towards a topic or problem, whether it 

tends to be positive or negative towards a problem through the 

process of reviewing, extracting and processing textual data 

in order to produce sentiment information in a sentence. 

Identification of market opinion regarding an object of 

goods is one form of using sentiment analysis. Sentiment 

analysis has a great influence and benefit on the rapid 

developments in the field of research and applications related 

to sentiment analysis [5]. Data mining on sentiment analysis 

is carried out to examine, extract, and process data in the form 

of text on a subject, such as phenomena, products, services, 

individuals, and certain topics that can include review texts, 

forums, tweets, or blogs by identifying sentiments, and 

making sentiment classification model using available 

opinions [16]. 

2.3 Twitter 

Twitter is one of several social media that has a fairly 

high popularity, including in Indonesia. The social media with 

logo is the blue larry bird was founded by Jack Dorsey in 2006 

[17]. The main function of Twitter is to send messages called 

tweets. The uniqueness of twitter lies in the maximum size of 

140 characters in the tweet [18]. Twitter is quite attractive to 

its users as a medium of communication and information is 

positive and or negative in the form of opinions, questions or 

comments [19]. 

2.4 Application Programming Interface Twitter 

Application Programming Interface (API) is a way used 

by programs on a computer to communicate with one another 

to request and present the required information. This is done 

by allowing the program to call an address associated with a 

certain type of information needed, the address is called an 

endpoint [20]. Twitter API to make it easier for other 

developers to access the information contained on Twitter 

[18]. The Twitter API has several functions to carry out their 

respective tasks, so that software developers simply call the 

required functions in the software that is made.  

In addition, the Twitter API uses a REST 

(Representational State Transfer) architecture, therefore the 

Twitter API can be used in various data formats such as XML 

and JSON. The Twitter API consists of the Twitter Search 

API and the Twitter Streaming API. The difference lies in the 

search function where the Twitter Search API focuses on the 

past while the Twitter Streaming API focuses on the future 

[21].  

Twitter provides the possibility to build software that 

integrates with Twitter by providing access to several services 

using API, one example being companies that can respond to 

user feedback on Twitter. The twitter API allows users to 

openly access twitter data that the user allows to be accessed 

by the public. Twitter also allows APIs to allow software 

developers to manage non-public Twitter user information 

and share information with developers who are authorized to 

obtain it [20]. 

2.5 Decision Tree C5.0 

Decision Tree C5.0 is the development from Iterative 

Dichotomiser (ID3) and C4.5 which was developed by Ross 

Quinlan in 1987. Decision Tree C5.0 can provide solutions on 

continuous and discrete attributes. The selection of attributes 

in the model will be processed using information gain. The 

attribute that will be chosen as the root for the next node is the 

attribute that has the highest gain value [22]. 

Decision Tree C5.0 is used to categorize data that 

produces decision tree models and decision rules. These rules 

are used to assist in choosing the right decision. Decision Tree 

C5.0 is also used to extract data where correlations can be 

found between certain variables and the target variable [23]. 

C5.0 produces a tree with various branches per node [24]. The 

steps for Decision Tree C5.0 are as follows [25]: 

1. 1. Calculating the target variable based on the variable 

used for the predictor for each occurrence of events in 

each predictor. 

2. Calculate the total entropy including the entropy for each 

predictor variable. As a note on each branching tree not 

all attributes will be used. Thus, entropy is needed as a 

means of controlling the attributes used to build the tree. 

The formula for calculating entropy is: 

Entropy(S) = − ∑ pi × log2 pi
n
i=1    (1) 

with: 

S : case set 

n : number of partitions of S 

pi : proportion of Si to S 

3. Calculating information gain for all variables. The 

highest information gain value on the variable will act as 

the root tree. The formula for calculating information 

gain is: 

Information Gain(S, A) = 

Entropy(S) − ∑
|Si|

|S|
× Entropy(Si)

n
i=1  (2) 

with: 

S : case set 

A : variable 

n : number of partitions of variable A 

|Si| : number of case on ith partition 

|S| : number of case on S 

4. Calculate the gain ration with the formula: 

Gain Ratio =
InformationGain(S,A)

∑ Entropy(Si)n
i=1

   (3) 
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5. Form the first node if the variable has the highest gain 

ratio. 

6. Repeating the calculation until all data is included in the 

same class, and the selected variable is no longer used in 

the repetition 

 

2.6 Classification and Regression Tree 

Classification and Regression Tree (CART) is a 

nonparametric statistical method developed for classification 

analysis, both for continuous and categorical response 

variables. CART produces a regression tree if the response 

variable is continuous and produces a classification tree if the 

response variable is categorical. CART has the aim of 

obtaining an accurate data set as a predictor of a classification 

[26]. The CART process goes through three stages, namely 

[27]: 

1. Formation of a classification tree. This stage begins with 

determining predictors and thresholds to be explored for 

separating each node. 

2. Pruning the classification tree. Trees formed in the 

previous process are very large, which can cause 

overfitting, but if they are too small they will become 

underfitting. Therefore, to determine the appropriate tree 

size, pruning will be carried out with minimum cost 

complexity. 

3. Determination of the optimum classification tree. This 

determination can be made by using a cross validation 

estimate. 

2.7 Confusion Matrix 

Confusion matrix is a table that shows the amount of test 

data that has been categorized correctly or incorrectly by a 

classification model [28]. The confusion matrix can be used 

to measure the classification performance of a model. The 

following is a Confusion matrix 2 class model [29]. 

Table 1: Confusion Matrix 

Prediction 
Observation 

1 2 

1 True Positive False Positive 

2 False Negative True Negative 

The meaning of the confusion matrix entries above are: 

a. True Positive (TP), data categorized as class 1 which 

comes from the number of class 1 data. 

b. True Negative (TN), data that is categorized as class 

2 which comes from the number of class 2 data. 

c. False Positive (FP), data categorized as class 2 which 

comes from the number of class 1 data. 

d. False Negative (FN) data that is categorized as class 

1 which comes from the number of class 2 data. 

By using the four representations of the classification 

results, it can be calculated 

Accuracy, namely the comparison between the data that 

is categorized as true with the overall data obtained with the 

formula: 

Accuracy =
TP+TN

TP+TN+FP+IN
× 100%  (4) 

 

Precision, namely the amount of data that is categorized 

as positive and true divided by the total data that is categorized 

as positive obtained by the formula: 

Precision =
TP

TP+FP
× 100%   (5) 

 

Recall, which is the amount of data categorized as 

positive that is categorized correctly divided by data that is 

categorized as positive and true and negative and false 

obtained by the equation model: 

Recall =
TP

TP+FN
× 100%    (6) 

2.8 Sustainable Development Goals 

Sustainable Development Goals (SDGs) are global action 

plans that are agreed by world leaders. The aim is to improve 

the development of sustainable community economic welfare, 

development that maintains the sustainability of community 

social life, and development that maintains environmental 

quality [30]. The SDGs were officially ratified by the United 

Nations General Assembly in September 2015, lasting from 

2016 to 2030 and officially becoming the goals of the United 

Nations. The SDGs set a vision, principle and commitment 

for a more just and sustainable world to end poverty, reduce 

inequality and protect the environment [31]. 

 

3. RESEARCH METHOD 

Data used in this study are tweets on the topic of SDGs in 

English language which were obtained by text mining method 

through twitter API access. Tweets access requires an access 

code in the form of an access token, access token secret, 

consumer key, and consumer secret. This data consists of 

tweets from 17 May 2022 to 24 May 2022. The data analysis 

process in this study was carried out using R 4.1.2 software. 

The steps in this research are: 

1. Collecting data using the text mining method on Twitter 

with the keyword "SDGs". The number of tweets 

collected is limited to 10,000 tweets. 

2. Perform data preprocessing to convert data that is still in 

the form of raw data into data that is ready for analysis. 

This preprocessing data stage consists of cleaning 

(process of deleting certain components contained in 

tweets, namely URLs, usernames, RT/retweets, HTML 

characters, hashtags, punctuation marks, numbers, etc.), 

removing stopwords (a list of general words that have 

functions but have no meaning, such as pronouns and 

conjunctions), stemming (decomposition of words into 

basic word forms) and case folding (making all letters in 

the data is lowercase). 
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3. Labeling the sentiment on each tweets. This process 

generates sentiments in the form of neutral, positive and 

negative sentiments for each tweets. Data that has a 

neutral sentiment will be deleted. 

4. Change the words in the tweets into predictor attributes. 

The words used are set to have a minimum frequency of 

25. 

5. Divide the data into training data and testing data with a 

ratio of 80:20. 

6. Create a sentiment classification model using Decision 

Tree C5.0 and CART using training data. The steps of 

Decision Tree C5.0 are as follows: 

a. Calculates the target variable based on the variable 

used for the predictor for each occurrence of events 

in each predictor. 

b. Calculate the total entropy for each predictor 

variable using equation (1). 

c. Calculating the information gain for all variables 

using equation (2). 

d. Calculate the gain ratio with equation (3). 

e. Form the first node by using the variable that has the 

highest gain ratio. 

f. Repeat the calculation until all data is included in the 

same class, and the selected variable is no longer 

used in the iteration. 

The steps of CART are as follows 

a. Formation of a classification tree by determining the 

predictor and threshold to be used as a separator for 

each node. 

b. Pruning the classification tree with minimum cost 

complexity. 

c. Determination of the optimum classification tree by 

using a cross validation estimate. 

7. Measure the performance of the classification model on 

the test data using a confusion matrix. 

8. Comparing the two sentiment classification models and 

selecting the best classification model. 

4. RESULT AND DISCUSSION 

4.1 Data Collection 

The data collection process resulted in 10,000 tweets of 

data on the topic of SDGs. Some of the tweets obtained based 

on the results of data collection carried out through twitter 

API access are shown in Figure 1. 

 

Fig. 1. Data Collection Results 

4.2 Data Preprocessing 

This stage consists of cleaning, removing stop words, 

stemming, and case folding. The results of the data 

preprocessing stages are shown in Figure 2. 

 

Fig. 2. Data Preprocessing Results 

4.3 Sentiment Labeling 

The sentiment labeling stage for each tweet produces 

sentiment in the form of neutral, positive and sentiment for 

each tweet. Based on the data processing, there were 3,956 

tweets with neutral sentiment, 5,228 tweets with positive 

sentiment and 816 tweets with negative sentiment. so that 

6,044 tweets remained after the tweets with neutral sentiment 

were deleted. The summary of sentiment is shown in Table 2. 

Table 2: Sentiment Labeling Summary 

Labeling 
Amount of 

Data 
Percentage 

Neutral 3.956 39,56% 

Positive 5.228 52,28% 

Negative 816 8,16% 

Total 10.000 100% 

 

4.4 Predictor Attribute Creation 

This stage is done by changing the words in the tweets 

into predictor attributes. The words used are set to have 25 

minimum frequency. Thus, the number of words used as 

attributes is 403 words. Some of the words with the highest 

frequency are shown in Table 3. 

Table 3: Frequency of Occurrence of Words in Tweets 

Word Frequency On Tweets 

Sdgs 1345 



International Journal of Academic and Applied Research (IJAAR) 

ISSN: 2643-9603 

Vol. 6 Issue 6, June - 2022, Pages: 104-110 

www.ijeais.org/ijaar 

108 

Amp 678 

Just 434 

Making 403 

Giving 374 

4.5 Dividing of Training Data and Testing Data 

The data is divided into training data and test data with a 

ratio of 80:20. Training data is used to provide training to the 

model, while test data is used to determine the performance 

of the formed model. The training data consisted of 4836 data 

and the test data consisted of 1208 data. 

4.6 Classification Model and Performance Measurement 

4.6.1 Decision Tree C5.0 Model 

 

The Decision Tree C5.0 model that was formed is 

visualized through the tree diagram shown in Figure 3. 

 

Fig. 3. Decision Tree C5.0 Model 

 Based on Figure 3, the most influential attribute in the case 

of SDGs is "ban". In addition, the highest percentage level of 

use of attribute modeling is shown in Table 4. 

Table 4: Percentage of Attribute Usage 

Attribute Percentage 

Ban 100,00% 

Vulnerable 97,37% 

Effects 96,42 

Conflict 95,72% 

Ignorance 94,67% 

Waste 94,19% 

 

The next step is to measure the classification 

performance using test data. The Confusion Matrix for the 

Decision Tree C5.0 Model is shown in Table 4 with the 

accuracy, precision and recall values of 94.54%, 94.54% and 

99.43%, respectively. 

 

Table 5: Confusion Matrix of Decision Tree C5.0 Model 

Prediction 
Observation 

Positive Negative 

Positive 1039 60 

Negative 6 103 

 

4.6.2 Classification and Regression Tree Model 

 

The formed CART model is shown in Figure 4. The 

important attributes in this model are ban, change, climate, 

development, risk, waste and ignorance. 

 
Fig. 4. CART Model 

Based on Figure 4, the most influential attribute in the 

case of SDGs is "tire". 

The next step is to measure the classification 

performance using test data. The confusion matrix for the 

CART model is shown in Table 6 with the accuracy, precision 

and recall values of 92.97%, 99.42% and 92.93%, 

respectively. 

 

Table 6: Confusion Matrix of CART Model 

Prediction 
Observation 

Positive Negative 

Positive 1039 6 

Negative 79 84 

 

4.6.3 Comparison of Decision Tree C5.0 and CART 

 

Based on the classification results in the Decision Tree 

C5.0 Model and the CART Model, the comparison between 

the two models is shown in Table 7. 

 

Table 7: Comparison Model 

Model Accuracy Precision Recall 
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Decision Tree 

C5.0 
94,54% 94,54% 99,43% 

CART 92,97% 99,42% 92,93% 

 

It was found that the Decision Tree C5.0 Model was 

better based on the values of accuracy, precision and recall 

while the CART Model was better based on precision. 

Therefore, the best sentiment classification model for the 

SDGs topic was obtained, namely the Decision Tree Model 

C5.0. 

5. CONCLUSION 

Based on the research that has been done, it is concluded 

that there are 3,956 tweets with neutral sentiment, 5,228 

tweets with positive sentiment and 816 tweets with negative 

sentiment. The classification using Decision Tree C5.0 Model 

has accuracy, precision and recall values of 94.54%, 94.54% 

and 99.43%, respectively, with the most influential attributes 

on the model are tires, vulnerable, effects, conflict, ignorance, 

and waste. The CART model has accuracy, precision and 

recall values of 92.97%, 99.42% and 92.93%, respectively. 

The important attributes of the model are tires, change, 

climate, development, risk, waste and ignorance. The 

comparison value of the two models gives the result that the 

best classification model is the Decision Tree C5.0 Model. 
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