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Abstract: Sign language recognition is one of the most rapidly expanding fields of study today. Many new technologies have 

been developed in recent years in the fields of artificial intelligence the sign language-based communication is valuable to not 

only deaf and dumb community, but also beneficial for individuals suffering from Autism, downs Syndrome, Apraxia of Speech 

for correspondence. The biggest problem faced by people with hearing disabilities is the people's lack of understanding of their 

requirements. In this paper we try to fill this gap. By trying to translate sign language using artificial intelligence algorithms, 

we focused in this paper using transfer learning technique based on deep learning by utilizing a MobileNet algorithm and 

compared it with the previous paper results[10a], where we get in the Mobilenet algorithm on the degree of Accuracy 93,48% 

but the VGG16 the accuracy was 100% For the same number of images (43500  in the dataset in size 64*64 pixel ) and the same 

data split training data into training dataset (70%) and validation dataset(15%) and testing dataset(15%)  and 20 epoch .  
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1. INTRODUCTION: 

Communication is essential in everyday life for sharing thoughts, emotions, information, facts, ideas, opinions, and 

understanding. The process of exchanging information between individuals is known as communication.  

Sign language is a form of communication that is used to communicate ideas. This is used by the global deaf and dumb 

community. Every region of the world has its own sign language with its own set of protocols. American Sign Language 

is the most widely used sign language. Autism, Down Syndrome, and Apraxia of Speech can all benefit from sign language.  

 
Figure 1: Amirecan sign language 

2. REVIEW OF LITERATURE SURVEY 

Over the last two decades, several researchers have worked in the field of sign language recognition. Static sign 

language recognition systems are classified primarily based on the input captured and fed into the system. This work's 

literature review focuses not only on this category, but also on the use of various classifiers and their application in Machine 

Learning and Deep Learning-based systems [1]. 

 

In [2] researchers proposed in this paper, they have proposed a system using Eigen value weighte Euclidean distance 

as a classification technique for recognition of various Sign Languages of India. The system comprises of four parts: Skin 

Filtering, Hand Cropping, Feature Extraction and Classification. 

 

 24 signs were considered in this paper, each having 10 samples, thus a total of 240 images was considered for which 

recognition rate obtained was 97%. 

 

In [3] authors are looking for efficient spatiotemporal modeling for SLR. They specifically build efficient 3D CNNs, 

namely 3D MobileNet-v2 for isolated SLR, and then improve performance by designing a random knowledge distillation 
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strategy (RKD) to transfer knowledge from multiple teacher models, including R3D, R(2+1)D, and SlowFast networks. 

These lightweight models are also used as spatiotemporal feature extraction in the Transformer framework for the more 

difficult continuous SLR. The distilled models demonstrate high efficiency and strong performance on the SLR-500 and 

CSL benchmarks in the experiments. We conclude that the lightweight 3D MobileNet-v2 with the proposed RKD achieves 

a good balance of accuracy and efficiency and is well suited for SLR. 

 

In [4] the paper aims to propose a model and build a computer system that can recognize Bangla Sign Language 

alphabets and translate them to corresponding Bangla letters by means of deep convolutional neural network (CNN). CNN 

has been introduced in this model in form of a pre-trained model called “MobileNet” which produced an average accuracy 

of 95.71% in recognizing 36 Bangla Sign Language alphabets. 

 

In [5] this study they trained a model, which will be able to classify the Arabic sign language, which consists of 32 
Arabic alphabet sign classes. In images, sign language is detected through the pose of the hand. In this study, they 
proposed a framework, which consists of two CNN models, and each of them is individually trained on the training set. 
The final predictions of the two models were ensembled to achieve higher results. The results they achieved on the test 
set for the whole data are with an accuracy of about 97%. 

 

In [6] this study The MobileNet V1 convolutional neural network is trained against the EgoHands dataset from Indiana 

University's UI Computer Vision Lab to see if the dataset is sufficient to detect hands in LESCO videos from five different signers 

wearing short-sleeve shirts and against complex backgrounds. Those requirements are critical in determining the usefulness of 

the solution, as the consulted bibliography performs tests with single-color backgrounds and long-sleeve shirts, which ease 

classification tasks only in controlled environments. The two-step experiment yielded 1) a mean average precision of 96.1% for 

the EgoHands dataset and 2) an average accuracy of 91% for hand detection across the five LESCO videos. 

 

In [7] their work they build and compare two pre-trained CNN models,MobileNet and InceptionV3 architectures. The 

suggested approach using the MobileNet model showed an accuracy of 99% on a custom-built dataset. The working CNN model 

can perform real-time recognition of ISL alphabets, numbers and a few selected gestures integrated into an Android mobile 

platform called SIGNify using React-Native, for better accessibility and user-friendly access. 

 

In [8] they combine the two MobileNet convolutional network models with Random Forest to improve image recognition 

accuracy even further. This method first applies the MobileNet model architecture and weight files to gesture images, then trains 

the model and extracts image features, classifies the features extracted by the convolutional network using the Random Forest 

model, and finally obtains classification results. The recognition rate on the Sign Language Digital dataset, Sign Language 

Gesture Image dataset, and Fingers dataset was significantly improved when compared to Random Forest, Logistic Regression, 

Nearest Neighbor, XGBoost, VGG, Inception, and MobileNet. 

 

3. METHODOLOGY   

The proposed system for Sign Language Recognition System comprises of data to Kaggle the dataset contains sets 

of images in jpeg extension and prepare data to apply the architecture CNN by mobileNet model data split training data 

into training dataset (70%) and validation dataset (15%) and testing dataset(15%) Training and testing the dataset     

A. Dataset 

The proposed system employs deep learning techniques for data recognition in the training phase, which is critical to the 

overall system. In the first step, the number of images was very large, so we decided to only use 43,500 of the 87,000 images. 

This data contains 29 classes (A to Z), spaces, delete, and nothing. 
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Figure 2:a latters used in dataset  

B. Deep Learning 

Deep Learning is a subset of Machine learning [9-29]. Deep learning consists of a progressive neural network demonstration 

that learns the input presented during the training stage, i.e. the input is converted to a learned representation that is easier for 

the linear model to classify [30-40]. The primary layer extracts low-level features, such as distinct edges in a photograph, and 

the subsequent layers build on these highlights to form more high-level features, as shown in the following image [41-50]. 

Because the features are learned by neural networks with multiple layers rather than manually extracted as in machine 

learning, one must select a number of features and create an explicit implementation for the extraction, which is hampered by 

dimensionality. Given enough data and computational power, deep learning can deal with high-dimensional input because it can 

learn features without explicitly describing which features it should extract from an individual image in the entire dataset [51-

60]. 

 

The proposed system’s goal is to recognize the sign  that is represented by the sign and 29 signs considered for the experiment 

so it is having multiple category, classes are provided as 29 target class for the sign language recognition system. 

 

C. MobileNet 

In this study, a MobileNet version 1 was used because it is a lightweight deep convolutional neural network that is much 

smaller in size and performs much faster than many popular neural network models. Its primary applications are image 

classification and detection. It is 17MB in size and employs 4.2M parameters for overall processing. It employs depth-wise, 

separable convolutions, which imply performing a single convolution on each color channel rather than combining all three and 

flattening it. It has an effect on the input channels by filtering them[61-65].  

 In normal convolution, the filter operates on M channels of the input image and outputs N feature maps, as shown in 

Fig.10. The filter, which is a cube with dimensions Dk X D M k X and an input of N, is multiplied with the corresponding 

element in the cube and finally outputs N feature maps[66-70]. 

In depth wise separable convolutions, the M single channel filters use point wise convolution, which operates on a 

single cube in the input feature channel, reducing calculation as shown in Fig.4. Figure 5 depicts the point-wise 

convolution. [9] 

Figure 3: normal convolution 
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Figure 5: point-wise convolution 

 

D. Training Algorithm  

According to Table 1, the pretrained CNN MobileNet model is used. The model's final classification layer was removed, 

and the other layer was frozen before retraining the last layer with our dataset and fine-tuning the model's parameters. 

Preprocessing images with a resolution of 64x64x3 pixels. The following parameters were used to fit the model: the 

learning rate is 0.0001, the activation is softmax, the loss is categorical crossentropy, Adam is the optimizer, and the 

epoch is 20. 

 

Table 1: MobileNet Model Evaluation based on number of image, Loading Time, and Accuracy 

 

Model 

 

Number of image  

 

Loading Time 

(seconds) 

 

 

Accuracy 

(Percent) 

MobileNet 43500 127.583s 95.41% 

 

 

 

4. EXPERIMENTAL RESULTS    

1. load all images in memory 

The first step was to call the library NumPy (is the fundamental package for scientific computing in Python) responsible 

for providing a multidimensional array object, various derived objects (such as masked arrays and arrays), and a variety 

of procedures for quick operations on arrays, including arithmetic and logical operations. In this library we used 

Numpy.random.seed()  In Python, the np.random.seed function provides an input for the pseudo-random number 

generator. It enables us to provide a "seed" value to NumPy's random number generator [10]. We use it for performing 

simple tasks like splitting datasets into training and test sets requires random sampling. In turn, random sampling almost 

always requires pseudo-random numbers. 

And we use filter to choose the best 1500 images for each class and resize to (64*64 px). So the result in this step: 

1. Training data shape:  (43500, 64, 64, 3) 

2. Training labels shape:  (43500, 29) 

2. Split dataset: training data into training dataset (70%) and validation dataset(15%) and testing dataset(15%) by 

import train_test_split from sklearn.model_selection 

3. Call the MobileNet pre-trained Model   

We make function contain a mobileNet model use (weights= 'imagenet', include_top=False, input_shape= (64, 64, 

3)) then make MaxPooling2D and  Dense then used compile (Adam(lr=0.00001), loss='categorical_crossentropy', 

metrics=['accuracy']) So the result in this step : 

1. Total params: 3,258,589 

Figure 4:normal convolution 
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2. Trainable params: 3,236,701 

3. Non-trainable params: 21,888 

 

4. Train model  

We used it during training fit_generator often used when datasets too large to fit into memory. They also tend to be 

challenging, requiring us to perform data augmentation to avoid overfitting and increase the ability of our model to 

generalize.  

The results of a convolution neural network's by mobileNet loss rate in the training and test sets after 20 repetitions 

are shown in Figure 8. Which suggests that the convolutional neural network successfully learned the input and can act as 

a good model for understanding sign language but VGG16 100%  in the previous paper [10] was better from mobileNet 

95,41% accuracy   

 
Figure 6: Loss and Accuracy rate  

5. Training and validation accuracy  

We must understand the difference between each: 

 Training dataset: the data used to fit the model. 

 Validation dataset: during the training process, the data is used to validate the model's generalization ability or 

to stop it early. 

 Testing dataset: the data used to for other purposes other than training and validating 
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Figure 7: Training and validation accuracy  

In Figure 7 show us no overfitting (When a model is trained with a large amount of data, it begins to learn from the 

noise and incorrect data entries in our data set) or underfitting(A statistical model or a machine learning algorithm is said 

to have underfitting when it cannot capture the underlying trend of the data) this means that the model is well trained[11].  

6. Training and validation loss 

The training loss is a metric that measures how well a deep learning model fits the training data. That is, it evaluates 

the model's error on the training set. It should be noted that the training set is a subset of the dataset used to train the model 

initially. The training loss is computed by adding the sum of errors for each example in the training set. 

Validation loss, on the other hand, is a metric used to evaluate the performance of a deep learning model on the 

validation set. The validation set is a subset of the dataset set aside to test the model's performance. The validation loss, 

like the training loss, is calculated by adding the errors for each example in the validation set . It is also worth noting that 

the training loss is calculated after each batch. 

 
Figure 8: Training and validation loss  

7. Evaluating the model on the training, validating sets  

The evaluating the model process of analyzing a training model to ensure that it is delivered effectively and efficiently 

is known as training evaluation. Training evaluation identifies training gaps and even opportunities for model improvement 

By seeing each of the following values validating accuracy, validating loss ,training loss ,training accuracy  If every value 

in training accuracy  and validating accuracy  has a high value, and every value in validating loss and training loss  is low, 

it means that the model is well trained. 
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Table 2: Evaluating the model on the training, validating sets  

Evaluating the 

model 

Training Accuracy Training Loss Validating Accuracy Validating Loss 

Precent  97,95% 10,26% 95,65% 17,46% 

8. Plot ROC curve  

The ROC curve is a short form for Receiver Operating Characteristic curve. The performance of a classification model 

is represented by ROC curves. In terms of predicted probability, ROC tells us how good the model is at distinguishing 

between the given classes. The area under the curve (AUC) can be used as an indicator of the performance of the model. 

To achieve the best model, we want to increase our True Positive Rate while decreasing our False Positive Rate (TPR 

= 1, FPR = 0) this means that our model will be able to correctly separate the classes. Such models are referred to as skilled 

models. This is never achieved in real life [12].  

The ROC curve is a plot of the true positive rate (TPR: calculated as the number of true positives divided by the sum 

of the number of true positives and the number of false negatives.) (y-axis)  vs for the false positive rate (FPR: calculated 

as the number of false positives divided by the sum of the number of false positives and the number of true negatives.) (x-

axis) a number of different candidate threshold values between 0.0 and 1.0. 

 
Figure 9: ROC curve 

9. Classification Report 

The classification report contains information about the key metrics in a classification problem. For each class you're 

looking for, in this model performance evaluation of the proposed system was computed using parameters accuracy, 

precision, recall and F1 score  

 The Accuracy is defined as the number of correctly classified signs divided by the total number of signs used 

for classification. tells us about how well the model was trained and how well it will perform in general.[13]  
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Accuracy = )TP+TN(/)TP+FP+FN+TN( 

 

1. True Positives (TP) - The model correctly predicted the sign as the actual class. 

2. True Negatives (TN) - The model correctly predicted the sign that does not belong to the class. 

3. False Positives (FP) occur when the actual class of sign is false and the predicted class is true. 

4. False Negatives (FN) Model prediction is contradicts as actual class of sign is true but predicted class in 

false[14]. 

 

 The precision will be defined as "how many people in that class are correctly classified " measures only the 

rate of false positives[13] 

 

 

 The recall is defined as "how many of this class you find out of the total number of elements in this class." is 

the opposite of precision; it measures false negatives against true positives [13] 

 

 

  The f1-score represents the harmonic mean of precision and recall [13]. 

 

 The support  is the number of occurrence of the given class in your dataset 

The results of the present research work has been projected through Fig.10  
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Figure 10:Classification Report  

10.  Confusion Matrix  

A confusion matrix, as shown in Fig.11, provides a graphical summary of the performance of a trained model of 

prediction results on a classification problem. It shows how many inputs are predicted correctly and incorrectly as a result 

of class confusion. The predictions are listed and divided into classes using count values. It also summarizes the model's 

testing results for further examination. The diagonal values of the confusion matrix represent the number of signs correctly 

classified by the models, while the off-diagonal values represent the number of incorrectly classified signs. The model will 

perform better if the diagonal values are higher. 
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Figure 11: confusion matrix 

5.  CONCLUSION  

In this paper we evaluated the performance of pretrained MobileNet model of Deep Learning on datasets of 29 classes 

to signs we utilized pretrained model MobileNet. We use a pre trained CNN Model MobilelNet fine-tuned. We trained 

and validated the proposed model and tested its performance with un-seen dataset for testing. The Accuracy rate we 

achieved was 95.41%% to 20 epoch. This indicates that our proposed model can effectively predicate and classify different 

sign language without error and with full performance but the VGG16 achieved higher accuracy 100% in pervious paper 

[10].  
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