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Abstract: Modelling market value is important in determining contributing factors and ensuring the well-being of a business or a 

company. Many studies employed ordinary least squares (OLS) regression in modelling market value. OLS regression is no longer 

appropriate when data is high dimensionality. An alternative to OLS regression, known as penalized regression, is utilized in this 

study since high-dimensionality market value data is to be analyzed. Ridge regression, LASSO, and elastic-net are the three 

techniques of penalized regression employed in this research. Their performance is compared by means of root mean square error 

(RMSE) and coefficient of determination, R2. Elastic net outperforms other techniques as it has the smallest RMSE and largest R2. 
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1. INTRODUCTION  

Market value is the current price of an asset, market-traded 

security, or company. In the context of companies, market 

value is equivalent to market capitalization. It is computed 

based on the current market price of the company's shares [1]. 

Market value is also commonly referred to as the market 

capitalization of a publicly traded company and is calculated 

by multiplying the total number of its outstanding shares by the 

current market price [2]. It allows investors to understand the 

relative size of one company to the others. Market value 

measures what a company is worth on the open market, as well 

as the market's perception of its prospects as it reflects what 

investors are willing to pay for its stock. Many approaches 

have been utilized to examine market capitalization, including 

cash-flow-based analysis [3]. The market value is defined by 

the ratings or multiples agreed upon by corporate investors, 

such as the selling price, profit price, and company value to 

Earnings Before Interest, Taxes, Depreciation, and 

Amortization (EBITDA). For example, the greater the 

valuations, the higher the market value [1]. As mentioned in 

[4], market value also tells a company’s current value. If there 

are more buyers than sellers, the share price will increase. If 

there are more vendors than buyers, the price will fall.  

Understanding and modeling market value is important in 

ensuring the good health of a company’s financial well-being. 

Researchers in this area, [5], [6], and [7] generally utilized 

Multiple Linear Regression (MLR) in modeling market values. 

Factors that contribute to the behavior of market values can be 

easily identified through MLR analysis. In line with the big 

data era, MLR which is based on ordinary least squares (OLS) 

could no longer be an appropriate tool when a dataset contains 

more variables, x than observations, n. A dataset with x > n  is 

known as high-dimensional data. High dimensionality poses 

numerous challenges to statistical theory, methods, and 

implementations [11]. For example, in a linear regression 

model with error variance 𝜎2, when the dimensionality x is 

comparable to or exceeds sample size n, the OLS estimator is 

not well behaved or even no longer unique due to the (near) 

singularity of the design matrix. Hence, this study aims to 

analyze high-dimensional market value data using a better 

alternative to OLS which is known as penalized regression. 

Ridge, Least Absolute Shrinkage and Selection Operator 

(LASSO), and Elastic net are the penalized regression 

techniques to be applied in this research. Their performance 

will then be compared. 

2. METHODOLOGY 

2.1 Data 

In this study, the high-dimensional market value dataset of 

Tenaga Nasional Berhad (TNB) is to be utilized. TNB is the 

major electricity utility in Malaysia. The dataset which 

contains 33 variables, x with only 22 observations, n was 

obtained from the Thomson Reuters Datastream. It is a 

monthly dataset from January 2020 until October 2021.  

2.2 Penalized Regression 

According to [8] and [9] as cited in [10], penalized 

regression introduces a constraint in the equation model for 

having too many variables in the model. A coefficient that is 

close to zero or equal to zero will be assigned to the less 

contribute variables in the model. Thus, it allows the 

development of a linear regression model that is penalized.ck 

price and   

Ridge Regression 

Ridge regression (RR) modifies the OLS method to allow 
biased [12]. For OLS, the parameter estimates are given by 

�̂� = (𝐗′𝐗)−𝟏𝐗′𝐘                              (1) 

where �̂� = [
�̂�0

⋮
�̂�𝑝

] 𝑿 = [
1 𝑋11 …
⋮ ⋮ …
1 𝑋𝑛1 …

𝑋1𝑝

⋮
𝑋𝑛𝑝

] and 𝐘 = [
𝑌1

⋮
𝑌𝑛

] such 

that 
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�̂� = argmin 𝑅𝑆𝑆(𝛽)                          (2) 

where 𝑅𝑆𝑆(𝛽) is the sum of squared residuals and is defined 
as follows: 

 𝑅𝑆𝑆(𝛽) = [𝑌𝑖 − (𝛽0 + 𝛽1𝑋1𝑖 + ⋯ + 𝛽𝑝𝑋𝑝𝑖)]
2
       (3) 

Like OLS, Ridge Regression coefficients are estimated by 
minimizing:  

𝑅(𝛽, 𝜆) = 𝑅𝑆𝑆(𝛽) + 𝜆 ∑ 𝛽𝑗
2𝑝

𝑗=1                (4) 

where λ is known as a tuning parameter and λ ≥ 0.  

A penalty term L2-norm, which is the sum of the squared 
coefficients is used to shrink the coefficients. Selecting a good 
tuning parameter λ is crucial as it determines the impact on (5). 
For example, when λ = 0, RR estimates become OLS estimates, 

but when λ gets larger, the term 𝜆 ∑ 𝛽𝑗
2𝑝

𝑗=1  shrinks, hence the 

coefficient estimates of RR,  �̂�𝑅(𝜆) approach zero. 

LASSO Regression 

LASSO shrinks the regression coefficients near zero by 
penalizing the regression model with a penalty term L1-norm, 
which is the sum of the absolute coefficients. LASSO 
regression coefficients are estimated as follows: 

𝐿(𝛽, 𝜆) = 𝑅𝑆𝑆(𝛽) + 𝜆 ∑ |𝛽𝑗|
𝑝
𝑗=1                (5) 

The LASSO estimator, �̂�𝐿(𝜆) minimizes (5) over 𝛽 for a given 

𝜆. The tuning parameter λ determines whether �̂�𝐿(𝜆) is sparse 

or not (setting some coefficients exactly to zero). When λ gets 

larger, �̂�𝐿(𝜆) gets smaller, which results in a sparse solution. 

Elastic Net 

Elastic Net is a hybrid, regularisation, and variable 

selection technique that is a mixture of LASSO regression and 

Ridge regression. Thus, Elastic Net estimator is defined as: 

𝐸(𝛽, 𝜆) = 𝑅𝑆𝑆(𝛽) + 𝜆 ∑ 𝛽𝑗
2𝑝

𝑗=1 + 𝜆 ∑ |𝛽𝑗|
𝑝
𝑗=1           (6) 

2.3 K-fold Cross Validation Procedure for Tuning 

Parameter 

This study used the glmnet package in R software to 
perform Ridge, LASSO, and Elastic Net regression. glmnet 
package fits a generalized linear model via penalized 
maximum likelihood, and the algorithm in this package uses 
the cyclical coordinate descent method to find the optimal 
solution.  

To find the best value for the shrinkage or tuning 
parameter, a cross-validation process is necessary. [13] 
describes in detail how cross-validation works in determining 
tuning parameter λ. 

2.4 Performance Measures 

This study employed two types of performance measures 

which are root mean square error (RMSE) and coefficient of 

determination, 𝑅2 to compare the performance of each 

regression technique. 

 

Root Mean Square Error (RMSE) 

This measure is frequently used to compare the 

performance of different regression techniques. It is simple 

and easy to compute, and when employed outside the sample, 

it typically meets the criteria within sample. RMSE is defined 

as: 

𝑅𝑀𝑆𝐸 = √
∑ (𝑌𝑖−�̂�𝑖)2𝑛

𝑖=1

𝑛−𝑝
                       (7) 

where �̂�𝑖 represents predicted 𝑌𝑖. Small value of RMSE 

indicates a better model estimator. 

 

Coefficient of Determination (𝑹𝟐) 

 

𝑅2is used as a measure for goodness of fit. Large 𝑅2 

implies a good model. 𝑅2 is expressed as follows: 

 

𝑅2 =
∑ (�̂�𝑖−�̅�)2𝑛

𝑖=1

∑ (𝑌𝑖−�̅�)2𝑛
𝑖=1

                       (8) 

with �̅� indicates the average of 𝑌.  

3. RESULTS AND ANALYSIS 

The TNB market value dataset which contains 33 

variables with 22 observations used in this study have gone 

through cleaning data processes prior to any type of analysis. 

Missing values in the dataset are well taken care of by 

employing the median imputation technique. 

3.1 Cross-validation Plot 

A cross-validation plot is useful to depict the mean 

squared error (MSE) against log λ. The red dots in Fig. 1, Fig. 

2, and Fig. 3 represent the cross-validation error curve along 

with the lower and upper standard deviation curves. The plot 

contains list of numbers at the top which indicates the number 

of variables a particular model is using. The model with the 

lowest cross-validation MSE is shown by the left vertical 

dashed line (λmin). The right vertical dashed line (λ1se) indicates 

that the model is one standard deviation away from the lowest 

MSE. The mean square error of each model was calculated, 

and the λ values with the minimum mean square error was 

chosen to build the best model [15]. It can be observed from 

Fig. 1, Fig. 2, and Fig. 3 that the suggested non-zero 

regression coefficients for RR, LASSO and Elastic Net are 31, 

4 and 13 respectively. It is obvious that for LASSO and Elastic 

Net, as the value of lambda, λ increases, the penalty became 

severe, and fewer predictors were chosen as more coefficients 

shrank near zero. 
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Fig. 1. Cross-validation plot for RR 

 

 
Fig. 2. Cross-validation plot for LASSO 

 

 
Fig. 3. Cross-validation plot for Elastic Net 

 

3.2 Number of Variables Retained in Each Regression 

Technique 

Penalized methods can bring down the model prediction 

error to zero by reducing the regression coefficients and 

lowering the estimates. Results obtained from RR analysis 

indicate that 31 variables have been selected from 33 covariate 

variables where 2 variables are excluded from the model. This 

finding is similar to the study done by [16] which stated that 

ridge regression tends to select all variables in the model. The 

blue line color displayed in Fig. 4 indicates the most influential 

variable towards the response variable. Hence, it becomes the 

first variable to enter the model, followed by variables with 

varying impacts. For the insignificant variables, their 

coefficient will become zero.  

Fig. 5 shows the non-zero coefficients plot for TNB Market 

Value data using LASSO Regression. It shows there are only 

4 variables are considered in LASSO model. The green line 

color in Fig. 4 indicates the most significant variable towards 

the response variable.  

 

Fig. 4. Non-zero Coefficients plot for RR 

 

Fig. 5. Cross-validation plot for LASSO 

 

Fig. 6. Cross-validation plot for LASSO 

 

As can be observed from Fig. 6, the pink line color variable 

is the most influential variable towards the response variable. 

It is the first variable to enter the model compared to other line 

color variables. For the ineffective variables in the model, their 

estimator coefficients will become zero. Same as LASSO, as 

the value of lambda, λ increases, the penalty became severe, 

and fewer predictors were chosen as their coefficients shrank 

to near zero and more of them were set to zero.  

3.3 Model Performance 

Table 1 shows the R2 and RMSE values for each technique. 

LASSO produced the highest R2 value followed by Elastic-net 

and Ridge regression. LASSO also has the smallest RMSE 

value compared to the others. This result indicates that LASSO 
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outperforms Ridge and elastic-net in modelling the TNB 

market value data. 

Table 1: RMSE and R2 Values for Each Technique 

Method 

Performance Measure 

RMSE R2 

Ridge 2105. 559 0.8701656 

LASSO 179.0563 0.9990611 

Elastic-

net 
181.4869 0.9990354 

   

4. CONCLUSION 

Penalized regression techniques like ridge, LASSO, and 

elastic-net can be a good alternative to classical OLS 

regression when modelling high-dimensional data. In this 

study, the LASSO model with only four variables is found to 

be the best approach to modelling the TNB market value. The 

four variables are price trade, price to book value, price cash 

flow ratio, and unadjusted price. This finding shows that the 

most parsimonious model becomes the best model as it has the 

smallest errors and fits the data better than other models. 
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