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Abstract: Semiparametric regression is a combination of parametric regression and nonparametric regression. Because there is a 

relationship between predictor variables and response variables that are known patterns and unknown patterns. The purpose of this 

research is to get the best model of biresponse data. The parametric regression approach uses linear regression, while the 

nonparametric regression approach uses weighted spline truncated. Determination of the best parametric regression model is based 

on the largest deterministic coefficient, while the determination of the nonparametric regression model is based on the CGV criterion 

to get the best model.  
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1. INTRODUCTION 

The regression approach aims to see the effect of 

predictor variables on response variables. There are three 

types of regression based on data patterns, which are 

parametric regression, nonparametric regression and 

semiparametric regression. The data pattern between the 

predictor and the response is the basis for using the three 

regressions. Data patterns can be known from initial data 

plots, information from previous research, existing theoretical 

studies, or initial assumptions made by researchers for certain 

reasons. Parametric regression is used when the data pattern 

follows a parametric pattern and nonparametric regression is 

used when the data pattern does not follow a parametric 

pattern. Semiparametric regression is a combination of 

parametric and nonparametric regression. This means that 

semiparametric regression is used when there are parametric 

patterns and nonparametric patterns so that semiparametric 

regression estimation is equivalent to estimating parameters 

on parametric and nonparametric components [1]. 

Several semiparametric regression studies on one 

response have been developed by researchers, including [2] 

developing semiparametric uniresponse with spline 

smoothing. [3] developed ridge regression in a 

semiparametric regression approach. [4] has developed a 

uniresponse semiparametric regression model using spline 

smoothing. [5] used Cox semiparametric. Another estimator 

that can be used in the biresponse case is the spline truncated 

estimator which has an easier visual interpretation. Spline 

truncated considers knot points that show the point where the 

pattern of change in the data occurs. This is the advantage of 

the spline truncated because it is able to explain several 

patterns of change that can occur in one model [6]. The use of 

spline truncated is widely used in some real data because of 

these advantages, including [7] applying to tuberculosis data, 

[8] developing its use in diabetes data. 

Along with the development of data, the problem of the 

number of responses is not only limited to one, but has 

developed in the number of responses of two or more. [9] 

developed biresponse data analysis with local linear 

estimator, [10] with smoothing spline on longitudinal 

biresponse data. [11] developed penalized spline on 

longitudinal data of responses, [12] with mixed estimator 

between kernel and fourier series. If the response case is more 

than one and assumed to be correlated, then the data analysis 

process cannot be modeled with the usual approach as in the 

case of uniresponse. [13] has developed a weighted partial 

spline for correlated data. [14] developed a weighted 

smoothing spline. [15] developed a weighted local 

polynomial. [16] developed penalized weighted spline with 

variance covariance matrix in the birresponse case. 

Considering the estimation procedures carried out by 

previous researchers in this study, a spline truncated approach 

is given. The expectation of this study is to provide 

mathematical calculations and statistical interpretations that 

are simple and easy to apply. The spline truncated function is 

used to approximate nonparametric regression on 

semiparametric biresponse regression functions. The 

optimization used in estimating the regression parameters is 

the Weighted Least Square (WLS) method because the 

response used is more than one. Based on the problem 

formulation above, the purpose of this study is to model 

biresponse semiparametric regression with a weighted spline 

truncated approach. 

 

2. REGRESSION 

Regression analysis is a statistical analysis used to see the 

relationship and functional influence between the independent 

variable and the dependent variable. The most common and 

frequently used approach is the parametric approach. This 

approach assumes that the form of the regression model is 

known. Suppose a multivariable linear parametric regression 

model is given as follows 

yi = β0 + β1x1i + β2x2i + ⋯ + βpxpi + εi (1) 

with 𝑦 is the response variable, 𝑥 is the predictor,𝛽 is the 

regression coefficient,  𝜀 is the error and i is the number of 
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samples running from 1,2, . . . , 𝑛. The next, equation (1) can 

be written in matrix form, then the parametric regression 

equation becomes: 

Y = Xβ + ε (2) 

As for data for which no information about the model and 

regression function is known, nonparametric regression is 

used. Nonparametric regression provides flexibility in 

modeling, because there is no assumption of a certain curve 

shape. [17] gives the equation for the nonparametric 

regression model as follows 

. yi = f(ti) + εi (3) 

with 𝑦 is the response variable, 𝑓(𝑡𝑖) is a function of unknown 

shape, 𝜀 is the error and i is the number of samples running 

from 1,2, . . . , 𝑛. Next, equation (2) can be written in matrix 

form, then the parametric regression equation becomes: 

Y = f(T) + ε (4) 

Semiparametric regression is one part of inferential 

statistics that is used to model the relationship between 

response and predictor variables, some of which have known 

patterns and others have unknown patterns. Suppose there is 

paired data (𝑥
𝑖
, 𝑦

𝑖
, 𝑡

𝑖
) and the relationship between 𝑥

𝑖
, 𝑦

𝑖
 and 

𝑡
𝑖
 is assumed to follow the following regression model [18] 

𝑦
𝑖

= β
0

+ β
1
x

1i
+ β

2
x

2i
+ ⋯ + β

p
x

pi
+ 𝑓 (𝑡

𝑖
) + 𝜀

𝑖
 (5) 

with 𝑦 is the response variable, 𝑥 is the predictor,𝛽 is the 

regression coefficient, 𝑓(𝑡𝑖) is a function of unknown shape, 

𝜀 is the random error which is distributed 𝑁(0, 𝜎) and i is the 

number of samples running from 1,2, ..., n. Equation (3) can 

be written in matrix form as follows 

𝒚 = 𝐗𝛃 + 𝒇(𝑻) + 𝜺 (6) 

Spline regression is a nonparametric regression consisting 

of power cuts of a certain order and connected at tie points. 

The abscissa value of the tie points is commonly called knots. 

Knot is defined as a focal point in the spline function, so that 

the curve formed is segmented at that point [19] An optimum 

knot value is later selected from various knots that have been 

tried. This optimum knot is used as a parameter to estimate 

the regression model. 

The p-order spline function can be expressed as follows 

[20] 
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(7) 

with 𝑥 is the predictor,𝛽 is the regression coefficient, 𝑞 is the 

number of knots and 𝐾
𝑘
, 𝑘 = 1,2, … , 𝑞. 

(𝑥
𝑖

− 𝐾
𝑘
)

+𝒑

= {
(𝑥

𝑖
− 𝐾

𝑘
)

𝒑

, 𝑥 ≥ 𝐾
𝑘

0 , 𝑥 < 𝐾
𝑘

 , 𝑎 < 𝐾
1

< 𝐾
2

< ⋯ < 𝐾
𝑘

< 𝑏 

(8) 

where a and b are the smallest and largest values of the data, 

respectively. The "+" sign in the equation (2.9) indicates that 

only the result (𝑥
𝑖

− 𝐾
𝑘
)

𝒑

≥ 0 will be taken while those with 

values < 0 are assumed to be 0. 

If there are a number of 𝑛 observations, the function matrix is 

written as follows  

𝑌 = 𝑓(𝑥) = 𝐗𝜷 (9) 

In spline regression, segments are separated by knots. 

Therefore, the location and number of knots will determine 

the goodness of spline regression on the data [17]. The 

optimum knot is selected based on the smallest Generalized 

Cross Validation (GCV) value [21], which can be calculated 

by the following equation [22]. 

𝐺𝐶𝑉 (𝐾
1
, … , 𝐾

𝑟
)

=
𝑀𝑆𝐸 (𝐾

1
, … , 𝐾

𝑟
)

(𝑛
−1

𝑡𝑟 (𝑰 − 𝑪 (𝐾
1
, … , 𝐾

𝑟
)))

2
 (10) 

With 𝑀𝑆𝐸 obtained from equation 

𝑀𝑆𝐸 (𝐾
1
, … , 𝐾

𝑟
) = 𝑛

−1
𝒀

′
(𝑰

 −𝑪 (𝐾
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(11) 

𝑪 (𝐾
1
, … , 𝐾

𝑟
) is a heat matrix that contains the values of 𝐾 of 

the insulation parameters, 𝑟 is the number of nonparametric 

component variables [23]. 

3. ESTIMATION PARAMETERS OF THE BIRESPON 

SEMIPARAMETRIC REGRESSION MODEL 

Suppose given paired birresponse data with two response 

variables and 𝑝 + 𝑞 predictor variables 

(𝑦
1
, 𝑦

2
, 𝑥

1
, 𝑥

2
, … , 𝑥

𝑝
, 𝑡

1
, 𝑡

2
, … , 𝑡

𝑞
). The predictor variables 

𝑥
1
, 𝑥

2
, … , 𝑥

𝑝
 follow a certain pattern while the predictor 

variable 𝑡
1
, 𝑡

2
, … , 𝑡

𝑞
 does not have a certain pattern. The 

biresponse semiparametric regression model containing these 

variables can be expressed as follows.  
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(12) 

for 𝑖 = 1,2, … , 𝑛 and 𝑟 = 1,2, … , 𝑞. 

In the function 𝑓(𝑡𝑟𝑖) in equation (12) will be approximated 

with spline truncated function so that the function can be 

denoted as in equation (7). So that the form of the equation 

(12) can be written in matrix form 

[𝐘] = [𝐗𝛃] + [𝐓𝛂] + [𝜺] (13) 

The semiparametric birresponse regression function shown in 

equation (13) is estimated using the Weighted Least Square 

(WLS) method. The WLS estimator combines the goodness 

of fit function and penalty function by involving a weighting 
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matrix 𝐕 = 𝐝𝐢𝐚𝐠
𝟏

𝟐𝒏
. Suppose the WLS estimator is 

symbolised by 𝛚, then 𝛚 can be written as follows: 

𝛚(𝛃, 𝛂) = (𝐘 − 𝐗𝛃 − 𝐓𝛂)𝐓𝐕(𝐘 − 𝐗𝛃 − 𝐓𝛂) (14) 

To obtain estimators of the parameters 𝛂 and 𝛃, optimization 

will be performed on the equation (14) so that the estimator 

for the parametric component is obtained as follows: 

�̂� = 𝐁(𝐊)𝐘 (15) 

where 𝐁(𝐊) = 𝐌(𝐗𝐓𝐕𝐗)−𝟏{𝐗𝐓 − 𝐗𝐓𝐕𝐓(𝐓𝐓𝐕𝐓)−𝟏𝐓𝐓} 

and the estimator for the nonparametric component: 

�̂� = 𝐀(𝐊)𝐘 (16) 

where 𝐀(𝐊) = 𝐍(𝐓𝐓𝐕𝐓)−𝟏{𝐓𝐓 − 𝐓𝐓𝐕𝐗(𝐗𝐓𝐕𝐗)−𝟏𝐗𝐓}𝐕 

The estimator of the semiparametric biresponse spline 

regression model is as follows. 

�̂� = 𝐂(𝐊)𝐘 (17) 

where 𝐂(𝐊) = 𝐗𝐁(𝐊) + 𝐓𝐀(𝐊) 

The value of 𝐾 The optimal value of the model is obtained 

using the GCV (Generalized Cross Validation) method whose 

formula is given as follows: 

𝐆𝐂𝐕(𝐊𝟏, … , 𝐊𝐫)

=
(𝟐𝐧)−𝟏𝐘𝐓(𝟏 − 𝐂(𝐊))

𝐓
(𝟏 − 𝐂(𝐊))𝐘

((𝟐𝐧)−𝟏𝐭𝐫𝐚𝐜𝐞(𝟏 − 𝐂(𝐊)))
𝟐

 (18) 

where 𝐊 = (𝐾1, … , 𝐾𝑟). 

4 CONCLUSION 

The birresponse semiparametric regression model with 

weighted truncated spline is a model consisting of two main 

components, i.e. there is a linear parametric component and a 

nonparametric component. The equation for this model is 
[𝐘] = [𝐗𝛃] + [𝐓𝛂] + [𝜺] where 𝐘 is the biresponse, 𝐗𝛃 is the 

parametric component and 𝐓𝛂 is the nonparametric 

component approximated by a weighted spline truncated. The 

parameters in the model are approximated using the Weighted 

Least Square (WLS) method with weights 𝐕 = 𝐝𝐢𝐚𝐠
𝟏

𝟐𝐧
. This 

model is expected to be able to approach the biresponse 

pattern well because each data is approximated by a curve that 

fits the data. 
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