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Abstract—This paper explores the classification of video data with convolutional neural networks. It discusses how convolutional 

neural network architecture can do this task with fastness and maximum efficiency. By analyzing the different convolutional neural 

network models model was proposed that showed great results in this video classification task. The strengths and weaknesses of the 

neural network model for video classification have been identified, and the prospects for further work have also been outlined. 
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1. INTRODUCTION 

Video classification is the intricate process of categorizing video content automatically into distinct classes or categories based on 

their inherent content, attributes, and features. This intricate procedure encompasses the analysis of audio, visual, and textual data, 

coupled with the application of machine learning and deep learning algorithms to identify discernible patterns and trends within the 

data.  

The significance of video classification is multifaceted and extends across various dimensions: 

 Huge Volumes of Video: with the emergence of streaming platforms, video blogs, social networks, and other online 

resources, the volume of video content is growing exponentially. Classification helps users quickly find content that interests them. 

 Personalization: classification algorithms enable platforms to provide users with content that aligns with their preferences 

and interests, enhancing the user experience. 

 Recommendations and Advertising: video classification allows recommendation systems to suggest content that users may 

find interesting. This also contributes to more effective and relevant advertising. 

 Content Analysis: classification enables the analysis and evaluation of content across various aspects, such as emotional tone, 

and the presence of specific objects, scenes, or individuals. 

 Monitoring and Safety: automated video classification can be used to track unwanted content, such as violence, extremism, 

or misinformation, enhancing user safety. 

 Education and Medicine: in education, classification aids students in quickly accessing educational materials. In medicine, 

video data analysis can be used for diagnosis and patient monitoring. 

 Robotics and Automation: video classification can be a crucial part of visual perception systems in robots and autonomous 

devices. 

The overarching goal of video classification is to strike the right balance between automation and accuracy, to ensure the best 

experience for users, and effective management of video material. 

This paper aims to research and develop artificial intelligence methods based on neural networks for automatic video data 

classification. Additionally, we will explore contemporary neural network architectures and video data preprocessing methods to 

determine the most effective approaches for classification. 

Overall deep learning methods have significantly enhanced the effectiveness of video classification models, enabling them to attain 

remarkable precision and resilience. 
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2. RELATED WORKS 

The analysis of the available literature shows a general trend of application and improvement of deep neural networks, namely 

convolutional neural networks (CNNs), which are constantly used to solve various computer vision problems. Provides an overview 

of the research on deep neural networks and their application to video data classification. 

Papers [1-3] address the task of recognizing human actions in web videos, emphasizing the application of computer vision and 

machine learning methods for video action classification. Article [4] discusses the application of convolutional neural networks in 

medical imaging, particularly in radiology. The authors provide an overview of convolutional neural networks and their application 

in image analysis for diagnostic purposes. The works [5, 6] describe the capabilities of image and video classification using 

convolutional neural networks, along with their prospects in this direction.  

In the paper [7], an informational resource created by MathWorks. It provides information on applying deep learning using the 

MATLAB programming environment. This resource offers an overview of deep learning methods, instructions on using MATLAB 

tools for creating and training neural networks, code examples, and practical guidance. In the article [8] authors discuss various deep 

learning architectures, data preprocessing methods, and key trends in the field of video classification using neural networks. 

An analysis of recent publications [1-8] has shown that the issues under consideration have not been sufficiently researched and 

that scientific results are not in all cases brought to practical implementation and need further research, which confirms the relevance 

and importance of theoretical and practical results obtained in the work. 

3. MATERIALS AND MODELS 

The template is used to format your paper and style the text. All margins, column widths, line spaces, and text fonts are prescribed; 

please do not alter them. You may note peculiarities. For example, the head margin in this template measures proportionately more 

than is customary.  

This measurement and others are deliberate, using specifications that anticipate your paper as one part of the entire proceedings, 

and not as an independent document. Please do not revise any of the current designations. 

3.1 Step 1 

The dataset that was used has 50 video categories with 6676 videos, with a minimum of 100 videos for each class. Also, this 

dataset is an improvement of UCF11 dataset which was much less than UCF50 [1]. UCF50 data set's 50 action categories were 

collected from YouTube. The examples of data from the dataset UCF are shown in Fig. 1 and Fig. 2. 

 

 
Fig. 1.  Videos of “PushUps” activity class. 
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Fig. 2. Videos of “Walking with dog” activity class. 

3.2 Step 2 

CNNs are a subset of artificial neural networks (ANNs) that are very good at solving various visual tasks: image search, image 

segmentation, image classification, face recognition, road sign recognition, and much more. 

The inception of CNNs dates back to the 1960s and marked a significant milestone in the field of computer vision, solidifying their 

status as the foremost neural network architecture in the realm of deep learning. CNNs have exhibited their prowess in addressing 

intricate visual challenges that demand substantial computational resources. Their primary applications extend to fields like video 

processing, segmentation, object detection [9-11], image classification [12-14], speech recognition [15-17], and natural language 

processing.  

To illustrate, researchers such as Shri have harnessed CNNs for video analysis [5], while Roncancio has applied them to image 

analysis [6]. CNNs function as feedforward networks, meaning that data flows unidirectionally from inputs to outputs. Inspired by the 

structure of the brain's visual cortex, notably the layered organization of simple and complex cells as elucidated by Hubel and Wiesel 

in their groundbreaking work from 1959 and 1962, CNN architectures have evolved. These architectures come in various forms but 

generally comprise layers of convolutional and pooling operations organized into modular components [2-6]. CNNs have 

revolutionized the field of IT, proving to be indispensable tools for a wide array of visual and perceptual tasks. Their ability to mimic 

certain aspects of human visual processing has led to significant advancements across numerous domains, making them a cornerstone 

technology in the realm of artificial intelligence.  

For the classification of video data using architecture [7], a similar approach can be followed as with image classification, but with 

some additional steps related to video processing [8].  

Video data preparation: the video dataset should be divided into training, validation, and testing sets. The video frame should be 

labeled with a corresponding class [8].  

Frame extraction: videos can be considered as sequences of frames. Before utilizing the architecture for classification, frames need 

to be extracted from the videos. This was achieved using the video processing library OpenCV. 

Applying the model to frames: apply the same architecture you described to classify each extracted frame. This allows obtaining 

classifications for each video frame. 

Results aggregation: various approaches can be used to obtain the final video classification [8]. For instance, probabilities or 

predicted classes for all frames can be averaged, and a decision can be made based on this aggregated information. Another approach 

involves using recurrent or convolutional architectures that can account for the sequence of frames and treat them as temporal data. 
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Training and evaluation: similar to training models for images, video data can be used for training and testing your model. Assess 

the model's performance on validation and testing sets.  

Inference (application): after successful training and testing, you can apply the trained model to classify new videos. Pass each 

frame through the model and aggregate the results to obtain the overall video classification. 

Overall, this process involves several key steps, including data preparation, frame extraction, model application to frames, and 

aggregation of results, training, and evaluation, and finally, the deployment of the trained model for video classification tasks. By 

considering the temporal aspects of video data and utilizing deep learning architectures, this approach allows for accurate and effective 

classification of video content. 

The CNN design is shown in Fig. 3. 

 

 

Fig. 3. Design of custom CNN for video classification. 

 

In general, the architecture closely follows a widely used framework in deep learning specifically designed for processing images 

and video data. The process starts with convolutional layers, which are responsible for detecting complex patterns from raw pixel data. 

After that, normalization and pooling layers come into play, reducing spatial dimensions and addressing the issue of overfitting. The 

inclusion of normalization and pooling layers helps manage data complexity and prevents the model from learning noise in the training 

dataset. To further condense spatial information, a global average pooling layer is introduced, which compresses spatial data into a 

compact vector representation. This vector captures the most important information, discarding less significant details, and allowing 

subsequent layers to work more efficiently. The final dense layers, which are fully connected, handle classification based on high-

level features extracted from earlier layers. These features encompass distinguishing traits and characteristics of the input data. To 

enhance training stability and expedite convergence, batch normalization is employed.  

This technique standardizes input data for each layer, helping to prevent internal coordinate shifts and promoting more consistent 

and faster learning. With a total of 50 output classes, the architecture is particularly well-suited for the accurate categorization of 

videos across various human actions and activities. This broad classification potential demonstrates the model's versatility and its 

ability to recognize complex visual patterns, making it a valuable tool in video analysis and recognition tasks. 
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3.3 Step 3 

To evaluate the performance of the video data classification application, the UCF-50 dataset was obtained. This dataset comprises 

a wide array of video data encompassing various themes and scenarios.  

The initial step involved downloading and preparing this dataset for training and testing purposes. Following the dataset 

preparation, a convolutional neural network (CNN) was selected as the model architecture for this task. The CNN is well-suited for 

tasks involving visual data, as it can effectively capture spatial patterns and features from images or frames within videos.  

The training phase involved feeding the prepared video data into the CNN. The network learned to recognize intricate patterns and 

features present in the videos, gradually adjusting its internal parameters to optimize the classification accuracy. During training, the 

network iteratively adjusted its weights based on the differences between predicted and actual class labels. Once the CNN was trained 

on the UCF-50 dataset, the next step was to evaluate its performance on the test dataset. The test dataset was preprocessed by breaking 

down the videos into individual frames and resizing them to a consistent size. This step ensured that all input data had the same 

dimensions, a requirement for CNN architectures.  

Subsequently, the trained CNN was deployed to process and classify the individual frames from the test videos. The network's 

learned features were used to differentiate between different video classes. As the frames passed through the network's layers, the 

model assigned each frame to a specific class based on the patterns it recognized. The outcome of this classification process was the 

accurate categorization of the test videos into their respective classes. This process demonstrated the effectiveness of the trained CNN 

in discerning and classifying diverse video content.  

The utilization of deep learning techniques and the CNN architecture allowed the application to achieve reliable and accurate video 

data classification results. 

The results of the testing application are shown in Fig. 4 – Fig. 10. 

 

 

Fig. 4. Result of classification video with billiards activity. 
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Fig. 5. Calculation of average probability for all classes after classification “Billiards”. 

 

 

Fig. 6. Result of classification video with diving activity. 



International Journal of Engineering and Information Systems (IJEAIS) 

ISSN: 2643-640X 

Vol. 7 Issue 11, November - 2023, Pages: 15-26 

www.ijeais.org/ijeais 

21 

 

Fig. 7. Calculation of average probability for all classes after classification “Diving”. 

 

 

Fig. 8. Result of classification video with pull-up activity. 
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Fig. 9. Calculation of average probability for all classes after classification “PullUps”. 

 

 

Fig. 10. Result of CNN learning. 

 

4. RESULTS OF TESTING 

The training results of the implemented model exhibit a notable level of quality. During the initial epochs of training, it's customary 

to observe relatively modest accuracy scores and higher loss values. This is unsurprising as the network is in the process of 

familiarizing itself with the intricate details present within the dataset. However, as training progresses, a discernible trend emerges: 

the accuracy metric gradually ascends while the associated losses progressively decline. These developments indicate the network's 

growing proficiency in recognizing the inherent characteristics of the data and subsequently learning from them. Furthermore, the 

model's performance is assessed on a separate test dataset. The accuracy metrics for this evaluation also experience an encouraging 

uptick, reaching an impressive rate of around 90.71%. 

The result of classification by every class shown in Table 1 – Table 5. 
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Table 1: Result of classification for class Baseball Pitch – Fencing 

 

Table 2: Result of classification for class Golf Swing – Kayaking 

 

Table 3: Result of classification for class Lunges – Pole vault 
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Jump Rope         55.20%  

Kayaking          99.58% 
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Table 4: Result of classification for class Pommel horse – Skiing 

 

Table 5: Result of classification for class Skyjet – Yoyo 
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Pommel horse 99.99%          

Pull ups  95.96%         

Punch   97.61%        
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From the provided Table 1 – Table 5, was observed that the video classification algorithm performs with varying degrees of 

accuracy for different types of actions. Billiards achieves a 100% accuracy rate, indicating that this class is easily recognizable in 

video sequences. High Jump and Horse race also exhibit high accuracy rates, at 97.06% and 99.82%, respectively. Jumping jack and 

Pommel horse demonstrate exceptionally high accuracy at 99.95% and 99.99%, highlighting the algorithm's proficiency in correctly 

classifying these actions. Conversely, Volleyball exhibits the lowest accuracy percentage among all classes, standing at 34.37%. This 

suggests challenges in recognizing this particular action. Basket Ball, Biking, Playing guitar, Jump Rope, and Skateboarding also 

display low classification accuracy, indicating that additional enhancements to the algorithm may be required for effective recognition 

of these actions. In conclusion, the classification algorithm exhibits varying levels of effectiveness across different action classes, and 

improving accuracy for specific classes may necessitate further tuning and model training. 

These results demonstrate the model's ability to generalize, as it manages to achieve high accuracy even on previously unseen data. 

Analysis of the accuracy trend over each subsequent training epoch reveals a consistent and steady upward trajectory. This 

phenomenon indicates a reliable and stable convergence of the model, which confirms the thesis that the network learning process is 

steadily progressing without excessive fluctuations. Accompanying the increase in accuracy, the corresponding loss values show a 

synchronized decrease with each epoch. This behavior is expected, as a well-trained model seeks to minimize its loss function, 

reflecting its ability to understand and capture the underlying patterns in the data set.  

In summary, we can confidently say that the model has effectively demonstrated a significant improvement in accuracy. At the 

same time, the reduction in loss values maintains a reliable consistency. This combined performance emphasizes the model's ability 

to learn, adapt, and extract significant information from the data. The model's progress in improving accuracy and reducing loss 

underscores its potential for successful application in real-world environments, where it can classify and analyze video data with 

commendable accuracy. 

5. CONCLUSION 

This paper describes the successful development and training of a convolutional neural network (CNN) for video data 

classification. Based on the obtained results, it can be confidently stated that the application of CNNs in video analysis demonstrates 

a high potential. At the beginning of the experiment, during the initial training epochs, low accuracy and loss values were observed, 

which is a typical phenomenon as the network starts to learn the peculiarities of the provided data. However, over time, the network's 

accuracy increased and the losses decreased, indicating its ability to recognize video data characteristics and learn from them. An 

essential aspect of training the CNN at this stage was the utilization of data augmentation methods, which improved the network's 

generalization capability and made it more robust to diverse video conditions. This played a pivotal role in achieving a stable and high 

accuracy on the test dataset, reaching approximately 90.73%.  

Analysis of the accuracy and loss graphs confirmed that the network exhibits stable convergence toward optimal values. The 

gradual accuracy improvement and consistent loss reduction during training are strong indicators of the neural network's successful 

performance. The developed CNN effectively tackled the video data classification task, achieving high accuracy on the test dataset. 

Its ability to recognize and generalize video data characteristics makes this approach highly promising for various applications related 

to video analysis and processing. 
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