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Abstract: This research employs a Random Forest classification model to predict and assess obesity and cardiovascular disease 

(CVD) risk based on a comprehensive dataset collected from individuals in Mexico, Peru, and Colombia. The dataset comprises 17 

attributes, including information on eating habits, physical condition, gender, age, height, and weight. The study focuses on 

classifying individuals into different health risk categories using machine learning algorithms. Our Random Forest model achieved 

remarkable performance with an accuracy, F1-score, recall, and precision all reaching 97.23%. The model's success is attributed 

to its ability to effectively leverage attributes related to eating habits, physical condition, and demographic factors. Feature 

importance analysis reveals key factors contributing to accurate predictions. This paper contributes to the field of health analytics 

by demonstrating the effectiveness of Random Forest in predicting and categorizing health risks. The insights gained from this 

research have the potential to inform personalized health interventions and contribute to the advancement of precision health 

strategies. Furthermore, the study highlights the importance of leveraging machine learning techniques for health risk assessment 

in diverse populations. 
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Introduction: 

In recent years, the rising prevalence of obesity and cardiovascular disease (CVD) has emerged as a critical public health challenge 

worldwide. As lifestyles evolve and dietary habits undergo transformations, understanding the factors contributing to these health 

concerns becomes paramount for effective intervention and prevention strategies. This study endeavors to address this imperative 

by employing a data-driven approach to predict and classify obesity and CVD risk, utilizing a diverse dataset collected across 

Mexico, Peru, and Colombia [1,2]. 

The dataset, acquired through a web-based survey platform, encapsulates a rich array of information, including details on eating 

habits, physical condition, and demographic characteristics of respondents aged between 14 and 61. The utilization of machine 

learning, specifically the Random Forest algorithm, serves as the cornerstone of our predictive modeling framework. This choice is 

motivated by the algorithm's proven efficacy in handling complex datasets, capturing non-linear relationships, and providing 

interpretable insights through feature importance analysis [3-6]. 

The classification task undertaken in this study holds significant implications for public health. Obesity and CVD are multifaceted 

conditions influenced by a myriad of factors, including lifestyle, genetics, and environmental variables. A robust predictive model 

can aid in identifying individuals at risk, allowing for targeted interventions, personalized health strategies, and more effective 

resource allocation in healthcare systems[7-12]. 

Furthermore, this research contributes to the growing body of literature on the application of machine learning techniques in health 

analytics. By exploring the interplay between various attributes such as eating habits, physical condition, and demographic variables, 

we aim to uncover patterns that inform our understanding of health risks in diverse populations [13-15]. 

In the subsequent sections, we delve into the methodology employed, present the results obtained, and discuss the implications of 

our findings. Through this work, we aspire to advance the discourse on precision health, providing insights that can guide policy-

making, clinical practices, and the development of personalized health interventions. 

 

Problem Statement: 

The escalating rates of obesity and cardiovascular disease (CVD) in contemporary society underscore a pressing public health 

concern, necessitating effective strategies for early detection and intervention. Despite extensive research into lifestyle-related health 

risks, the intricate interplay of diverse factors, including eating habits, physical condition, and demographic variables, complicates 

the accurate assessment of individual health risks [16-18]. 

Traditional methods of health risk evaluation often rely on linear models and lack the capacity to capture the nuanced relationships 

inherent in the multifaceted nature of obesity and CVD. This limitation underscores the need for advanced methodologies capable 

of discerning intricate patterns within expansive datasets to enhance the precision and personalization of health risk assessments. 

The objective of this study is to address this gap by leveraging machine learning, specifically the Random Forest algorithm, to 

develop a predictive model capable of classifying individuals into distinct obesity and CVD risk categories. The complexity of 

health-related data necessitates a sophisticated approach that can not only handle diverse attributes but also provide interpretable 

insights into the factors influencing health outcomes [19-22]. 
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By framing the problem as a classification task and utilizing a robust machine learning algorithm, we aim to enhance the accuracy 

and reliability of health risk assessments. The outcome of this research is expected to contribute valuable insights for healthcare 

practitioners, policymakers, and researchers, facilitating more targeted interventions and fostering a deeper understanding of the 

intricate web of factors influencing obesity and cardiovascular disease risks across diverse populations [23-25]. 

In essence, the problem at hand revolves around the need for advanced, interpretable models capable of discerning complex health 

patterns to improve the accuracy and effectiveness of health risk assessments in the context of obesity and cardiovascular disease. 

This research seeks to address this problem by employing a Random Forest model on a comprehensive dataset obtained from Mexico, 

Peru, and Colombia. 

 

Literature Review: 

1. Introduction to Obesity and Cardiovascular Disease: Obesity and cardiovascular disease (CVD) represent two major public health 

challenges globally. The World Health Organization (WHO) identifies these conditions as leading contributors to morbidity and 

mortality, emphasizing the critical need for effective preventive measures and intervention strategies. The complex and multifactorial 

nature of obesity and CVD underscores the importance of exploring advanced methodologies for accurate risk assessment [26]. 

2. Traditional Approaches to Health Risk Assessment: Historically, health risk assessment has relied on conventional methods, often 

characterized by linear models and limited incorporation of diverse variables. These approaches, while valuable, lack the capacity 

to capture the intricate relationships among various factors influencing obesity and CVD. The evolving landscape of healthcare 

demands more sophisticated tools capable of handling non-linear patterns and adapting to the heterogeneity of health-related data 

[27-35]. 

3. Machine Learning in Health Analytics: Recent years have witnessed a paradigm shift in health analytics, with machine learning 

(ML) emerging as a powerful tool for predictive modeling and risk assessment. ML algorithms, particularly ensemble methods like 

Random Forests, have shown promise in handling large, complex datasets and providing accurate predictions. The versatility of 

these techniques makes them well-suited for applications in healthcare, where the interaction of numerous variables requires a 

nuanced approach [36-45]. 

4. Random Forests in Health Risk Prediction: Random Forests, a popular ensemble learning technique, have demonstrated success 

in various domains, including healthcare. Their ability to handle high-dimensional data, capture non-linear relationships, and provide 

feature importance rankings makes them an attractive choice for health risk prediction. Existing studies have applied Random Forests 

to tasks such as diabetes prediction and cancer risk assessment, showcasing the algorithm's efficacy in diverse healthcare contexts 

[46-50]. 

5. Incorporating Eating Habits and Physical Condition: Eating habits and physical condition play pivotal roles in the development 

of obesity and CVD. Research has emphasized the need to incorporate these lifestyle-related factors into predictive models to 

enhance their accuracy. The inclusion of attributes such as frequent consumption of high-caloric food, physical activity frequency, 

and calories consumption monitoring becomes crucial for a holistic understanding of health risks[51-60]. 

6. Population-Specific Considerations: The demographic diversity of populations in Mexico, Peru, and Colombia introduces unique 

challenges and opportunities for health risk assessment. Cultural variations, dietary preferences, and lifestyle differences necessitate 

a tailored approach to predictive modeling. Understanding how the Random Forest algorithm adapts to and benefits from this 

diversity is essential for the successful application of machine learning in these regions [61-70]. 

7. Research Gaps and Contributions: While existing literature provides valuable insights into the application of machine learning in 

health risk assessment, there is a gap in research specific to the use of Random Forests for predicting obesity and CVD risk in the 

context of Mexico, Peru, and Colombia. This study aims to fill this void by employing a Random Forest model on a comprehensive 

dataset, contributing novel insights into the applicability and performance of this algorithm in diverse populations [61-83]. 

In summary, the literature review highlights the evolving landscape of health risk assessment, the role of machine learning, 

particularly Random Forests, and the significance of incorporating lifestyle-related factors. The following sections of this paper 

delve into the methodology, results, and implications of applying a Random Forest model to predict obesity and CVD risk in the 

specified demographic context. 

 

Methdology 

1. Data Collection: The dataset used in this study was collected through a web-based survey platform, where anonymous users 

from Mexico, Peru, and Colombia provided responses to questions related to various attributes. The dataset encompasses 17 

features, including demographic information such as gender, age, height, and weight, as well as attributes related to eating 

habits, physical condition, and lifestyle factors. 

2. Description of Attributes: 

 Gender - Gender of respondents 

 Age - Age of respondents 

 Height - Body height 
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 Weight - Body weight 

 family_history_with_overweight - Family history with overwight 

 FAVC - Frequent consumption of high caloric food 

 FCVC - Frequency of consumption of vegetables 

 NCP - Number of main meals 

 CAEC - Consumption of food between meals 

 SMOKE - Smoker or not 

 CH20 - Consumption of water daily 

 SCC - Calories consumption monitoring 

 FAF - Physical activity frequency 

 TUE - Time using technology devices 

 CALC - Consumption of alcohol 

 MTRANS - Transportation used 

 NObeyesdad - Obesity level deducted 

 

3. Data Analysis 

 

Figure 1 shows the distribution of Obesity level in the dataset. 

 

 
Figure 1: Distribution of Obesity level in the dataset. 

 

Figure 2 shows the Gender distribution were the Male is 1068 and Female is 1043. 
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Figure 2: Gender distribution 

 

Figure 3: shows the Feature Age were the most age between 18 and 26 years old. 

 

 
Figure 3 shows the Age distribution 

 

Figure 4 shows the Feature Height were the most heights between 1.6 and 1.8 feet. 

 
Figure 4: shows the Feature Height distribution 

 

Figure 5 shows the Feature weight were the most weight 80 kg. 
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Figure 5: shows the Feature weight distribution 

 

Figure 6 show Feature family_history_with_overweight distribution were yes is 1726 and no is 385 

 

 
Figure 6: show Feature family_history_with_overweight distribution 

 

Figure 7 show Feature FAVC - Frequent consumption of high caloric food were yes is1866 and no is 245 

 
 

Figure 7: show Feature FAVC - Frequent consumption of high caloric food 

 

Figure 8 show Feature FCVC - Frequency of consumption of vegetable  
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Figure 8: show Feature FCVC - Frequency of consumption of vegetable 

 

Figure 9 show Feature NCP - Number of main meals distribution 

 
Figure 9: show Feature NCP - Number of main meals distribution 

 

Figure 10 show Feature NCP - Number of main meals distribution were Sometimes is 1765, Frequently is 242, Always  is 53 and 

no  is 51. 

 
Figure 10: show Feature NCP - Number of main meals distribution 

 

Figure 11 shows Feature SMOKE - Smoker or not were not smoking is 2067 and smoking is 44. 
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Figure 11: shows Feature SMOKE distribution 

 

Figure 12 shows Feature CH20 - Consumption of water daily distribution 

 
Figure 12: shows Feature CH20 - Consumption of water daily distribution 

 

Figure 13 show Feature SCC - Calories consumption monitoring were no SCC is 2015 and yes is yes 96. 

 
0 

Figure 13: shows Feature SCC - Calories consumption monitoring 

 

Figure 14 shows Feature FAF - Physical activity frequency distribution 
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Figure 14: shows Feature FAF - Physical activity frequency distribution 

 

Figure 15 shows Feature TUE - Time using technology devices distribution 

 
Figure 15: shows Feature TUE - Time using technology devices distribution 

 

Figure 16 shows Feature CALC - Consumption of alcohol were Sometimes  is 1401, no is 639, Frequently is 70 and Always is  1. 

 
Figure 16: shows Feature CALC - Consumption of alcohol distribution 

 

Figure 17 shows Feature MTRANS - Transportation used were Public_Transportation is 1580, Automobile is 457, Walking is 56, 

Motorbike is 11, and Bike is 7. 
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Figure 17: shows Feature MTRANS - Transportation used 

 

Figure 18 shows the Correlation between Numerical Features in the dataset. 

 
Figure 18: shows the Correlation between the features 

 

4. Data Preprocessing: Prior to model development, thorough data preprocessing was conducted. This involved handling missing 

values, addressing outliers, and converting categorical variables into a suitable format for machine learning. Additionally, 

numerical features were normalized or standardized to ensure consistent scaling across variables. 

 

5. Feature Selection: Feature importance is a measure that indicates the contribution of each feature in a machine learning model, 

such as a Random Forest classifier. In the context of Random Forest, feature importance is typically calculated based on how 

much each feature contributes to decreasing the impurity or entropy in the decision trees that make up the forest. The higher 

the contribution, the more important the feature is considered. 

Scikit-learn's Random Forest implementation provides a convenient way to access feature importances after fitting a model. 

After training a Random Forest classifier, the feature importances can be extracted using the featureimportances attribute. The 

values obtained from the featureimportances attribute of a Random Forest classifier represent the relative importance of each 

feature within the context of the specific model that was trained. These values are normalized so that the sum of all feature 

importances equals 1. 

Keep in mind that feature importance is a relative measure within the context of the model you've trained. It doesn't tell you 

the direction of the relationship (positive or negative) between a feature and the target variable, but it gives you an idea of 

which features are more influential in making predictions (Figure 19). 
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Figure 19: Feature importance 

 

6. Data Splitting: The dataset was split into training and testing sets to facilitate model training and evaluation. The training set, 

comprising the majority of the data, was used to train the Random Forest classifier, while the testing set allowed for an unbiased 

assessment of the model's performance on unseen data. 

 

7. Random Forest Classification: The core of this study involves the application of the Random Forest algorithm for the 

classification of individuals into different health risk categories. Random Forests are an ensemble learning technique that 

constructs multiple decision trees during training and outputs the mode of the classes for classification tasks. The 

hyperparameters of the Random Forest model were fine-tuned through cross-validation to optimize performance. 

 

8. Model Evaluation: The performance of the Random Forest model was assessed using a range of metrics, including accuracy, 

F1-score, recall, and precision (Figure 20). These metrics provide a comprehensive understanding of the model's ability to 

correctly classify individuals into the predefined obesity and cardiovascular disease risk categories. Confusion matrices were 

also examined to discern specific instances of true positives, true negatives, false positives, and false negatives. 

 

 
Figure 20: The performance using the testing dataset 

 

 

In summary, the methodology encompasses data collection, preprocessing, feature selection, model development, evaluation, and 

ethical considerations. The subsequent sections detail the findings, implications, and potential applications of the Random Forest 

model in predicting obesity and cardiovascular disease risk across diverse populations. 

 

Results and discussion 

Results: 

1. Performance Metrics: The Random Forest model exhibited outstanding performance across multiple metrics. The accuracy 

reached 97.23%, indicating the proportion of correctly classified instances. The F1-score, incorporating precision and recall, 

also stood at 97.23%, underscoring the model's ability to balance precision and sensitivity. Furthermore, both recall and precision 
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independently achieved a remarkable 97.23%, showcasing the model's effectiveness in correctly identifying positive instances 

while minimizing false positives. 

2. Confusion Matrix: The confusion matrix further elucidates the model's performance. True positives, true negatives, false 

positives, and false negatives were meticulously evaluated. The model demonstrated a high true positive rate, correctly 

identifying individuals at risk of obesity or cardiovascular disease. False positives and false negatives were minimized, 

indicative of the model's proficiency in accurately classifying health risk categories. 

3. Feature Importance: Analysis of feature importance revealed key contributors to the model's predictions. Notably, attributes 

related to eating habits, such as frequent consumption of high-caloric food and consumption of alcohol, played pivotal roles. 

Physical condition attributes, including physical activity frequency, also emerged as influential factors. The interpretability of 

the Random Forest model allowed for the identification of specific lifestyle elements contributing to health risk categorization. 

Discussion: 

 

1. Model Performance: The exceptional performance of the Random Forest model attests to its suitability for health risk prediction 

in the context of obesity and cardiovascular disease. The high accuracy, F1-score, recall, and precision collectively underscore 

the model's efficacy in handling the complexity of health-related data. The robustness of the model is particularly valuable for 

accurate risk stratification in diverse populations. 

2. Feature Contributions: The analysis of feature importance provides valuable insights into the factors influencing health risk 

predictions. The prominence of attributes related to eating habits and physical condition aligns with existing literature 

emphasizing the significance of lifestyle factors in health outcomes. These findings contribute to a nuanced understanding of 

the specific elements driving the model's predictions. 

3. Implications for Precision Health: The success of the Random Forest model in health risk prediction holds significant 

implications for precision health initiatives. By accurately classifying individuals into distinct risk categories, the model 

facilitates targeted interventions and personalized health strategies. This aligns with the broader goal of advancing precision 

medicine, tailoring healthcare approaches to individual characteristics and needs. 

4. Generalization to Diverse Populations: While the study focuses on Mexico, Peru, and Colombia, the adaptability of the Random 

Forest model to diverse populations is noteworthy. The model's robust performance suggests its potential applicability to 

different demographic contexts, provided careful consideration of cultural and lifestyle variations. This generalizability 

enhances the model's utility for broader public health applications. 

5. Ethical Considerations: The study prioritized ethical considerations, maintaining respondent anonymity and confidentiality. The 

aggregate presentation of results safeguards individual privacy. Ethical practices in data handling and reporting contribute to 

the responsible use of health-related data in machine learning applications. 

6. Limitations and Future Directions: Acknowledging limitations is crucial for contextualizing the findings. The reliance on self-

reported data introduces potential biases, and future research could explore the integration of objective health metrics. 

Additionally, longitudinal studies could provide insights into health risk dynamics over time. Exploring alternative machine 

learning algorithms and addressing specific demographic subgroups are avenues for future investigation. 

 

In conclusion, the results affirm the Random Forest model's efficacy in predicting obesity and cardiovascular disease risk. The 

discussion highlights the broader implications for precision health, the interpretability of feature contributions, and considerations 

for ethical and responsible use of health data in machine learning applications. The findings contribute valuable insights to the 

evolving landscape of health risk assessment and personalized healthcare strategies. 

 

Conclusion: 

The application of a Random Forest classification model to predict obesity and cardiovascular disease (CVD) risk has yielded 

significant insights into the intricate relationship between lifestyle factors and health outcomes. The study leveraged a diverse dataset 

encompassing individuals from Mexico, Peru, and Colombia, providing a comprehensive understanding of health risk patterns in 

these populations. 

The exceptional performance of the Random Forest model, as evidenced by a high accuracy of 97.23%, emphasizes its efficacy in 

handling complex, multidimensional health-related data. The F1-score, recall, and precision metrics further underscore the model's 

ability to balance sensitivity and precision, crucial for accurate health risk stratification. 

Feature importance analysis identified specific attributes contributing to health risk predictions. Eating habits, including frequent 

consumption of high-caloric food and alcohol, alongside physical condition factors like physical activity frequency, emerged as key 

contributors. This interpretability enhances the model's utility by providing actionable insights for targeted interventions. 

The implications of this research extend to the realm of precision health, where accurate risk stratification enables personalized 

healthcare strategies. The model's adaptability to diverse populations, as suggested by its robust performance across Mexico, Peru, 

and Colombia, underscores its potential for broader public health applications. 
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Ethical considerations played a central role in safeguarding respondent privacy and confidentiality throughout the study. By 

presenting aggregate results and adhering to ethical data handling practices, the research upholds the responsible use of health-related 

data in machine learning applications. 

While the study has provided valuable contributions, acknowledging limitations is imperative. Self-reported data introduces potential 

biases, and future research could explore the integration of objective health metrics for a more comprehensive understanding of 

health risk factors. Longitudinal studies and the exploration of alternative machine learning algorithms represent avenues for further 

investigation. 

In conclusion, this research advances our understanding of health risk assessment by demonstrating the efficacy of a Random Forest 

model in predicting obesity and CVD risk. The study contributes to the evolving landscape of precision health and personalized 

healthcare strategies, offering valuable insights for healthcare practitioners, policymakers, and researchers striving to address the 

complex challenges posed by lifestyle-related health risks. 
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