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Abstract: Since wind energy is an exploitable source, its exploitation requires knowledge about reserve of load capacities. Upcoming 

load capacities can be available thanks to the data from measuring stations in the region of Antananarivo. This paper ai ms at 
presenting non-linear short-term forecasting techniques of wind speed. It proposes new design model based on Artificial Neural 
Networks (ANNs) techniques for wind speed forecast. For the wind speed forecast, Classical neural networks, Bayesian neural  
networks and Gaussian process models is used. Each model runs with two year-wind speed data training and one-year data for 

testing. The Gaussian process model has shown the best performance and it can predict 3 -day-horizon wind speed during one year 
with less than 29% accuracy. This model can be a useful tool to develop wind power plants, particularly in Madagascar.  
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1. INTRODUCTION 

Wind energy is among the most promising widespread 
sources which can help face energy need, especially in the 

Island of Madagascar, mostly in the north-western region and 
south-east coasts. Hybrid source with existing interconnected 
networks could meet the energy needs of these regions since 
the use of this renewable energy has various advantages. 

The exploitation of this energy source requires knowledge 
of its reserve capacity. In most cases, this is not available 
because there are no measuring stations. This study aims at 
presenting non-linear forecasting techniques of the wind 

speed in order to integrate it into the existing Interconnected 
Network (IR) on the island. Artificial neural networks 
(ANNs) are widely used tools in forecasting. It is an 
interesting alternative to traditional statistics for existing data 
processing. Two of these techniques consist of the use of 
Bayesian model Neural Networks (NNs) and Gaussian 
Process (GP) [1], [2]. 

This paper develops an adaptive short-term wind speed 

prediction scheme using NN and GP. These prediction 
methods allow to find wind speed evaluation at time (t + Δt). 
For the training, 1095-days wind speed data between 2003 
and 2005 in Antananarivo is used. These collected data come 
from the Geophysical Institute and Observatory of 
Antananarivo (IOGA). 

2.  STUDY CONTEXT 

Neural networks are the nonlinear models used for 
regression [3]. They are flexible models even when designing 
an NN for solving particular application, [4], [5]. NNs can 
approximate any continuous function to an adequate accuracy 
if the number of hidden neurons is sufficient [6]. 

In this study, to estimate the wind speed, the first method 
consists in the use of neurological approach which is based on 

classical technique and Bayesian inference and after, the 
Gaussian Process approach. In fact, MacKay developed the 
Bayesian method for NNs offering significant advantages 

over classical learning [7],[8]. However, it is important to 
make several approximations with Bayesian approach. By 
contrast, GPs are powerful methods for regression whereas 
most calculations are analytically feasible [9]. 

3. NEURAL NETWORK 

3.1 Classical network 

For Classical network, Fig. 1 shows NNs, the Multi-Layer 
Perceptron (MLP) structure. This MLP structure consists of 
an input layer, one or more hidden layers and an output layer. 

Input layer collects all vectors xi of the inputs of the model 
while the output layer reports that of y. In our case, y is the 
output that corresponds to the next day's wind speed forecast. 

 

Fig. 1.  MLP with inputs xi, hidden neurons h and output y 

for the next day's wind speed forecast. 

Every neuron of a given layer, except the last layer emits 
a connection towards each neuron of the neighboring layer. 
Hidden layer neurons are characterized by activation function 
which is usually a hyperbolic tangent function: 

𝑓(𝑥) = (𝑒𝑥 − 𝑒−𝑥)/(𝑒𝑥 + 𝑒−𝑥) (1)
 

Therefore, having xi inputs and h hidden neurons, the 
linear output y is expressed by the equation: 
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 𝑦 = 𝑓(𝜈) = 𝑦(𝑥𝑖;𝑤) (2) 

Where V called "potential" which is related to the bias w0 
using the formula: 

  𝜈 = 𝑤0 + ∑ ∑ 𝑤𝑗𝑖𝑥𝑖
𝑑
𝑖=1

ℎ
𝑗=1  (3) 

These equations allow to estimate the parameters xi of the 

NNs (whose weights are 𝑤𝑗𝑖) during the learning phase. The 

generalization phase consists in evaluating the ability of the 
NNs to generalize which means giving correct predictions 
when confronted with new input data. 

In the case of a complex model, the learning can lead to 
bad predictions and this is called "overfitting". However, the 

Bayesian approach offers advantages on this complexity 
control. 

3.2 Bayesian approach 

The Bayesian approach is used to determine the 
probability distribution function known as pdf. This pdf 
function represents the trust degrees taken through different 

values of weights. Neural parameters estimation of Bayesian 
inference consists in determining forward probability 
distribution, from approximate probability distribution and 
likelihood function by using Bayes rule according to equation 
such as, [8]: 

𝑃(𝑎 ∖ 𝑏) = 𝑃(𝑏 ∖ 𝑎)𝑃(𝑎)/𝑃(𝑏) (4) 

Thus, Bayesian methods report a complete distribution for 
the parameters of the NNs. Bayesian inference is based on 
these parameters: 

 Data: Training (n samples) and testing (n* samples) 

𝐷 = {𝑥𝑖,𝑡𝑖}𝑖−1
𝑛  and 𝐷∗ = {𝑥𝑖

∗ ,𝑡𝑖
∗}𝑖−1

𝑛∗
 𝑡𝑖 = 𝑦(𝑥𝑖;𝑤) + 𝜀𝑖 

 (5) 

 Model: 𝜀𝑖𝑁(0, 𝜎2), 𝜀𝑖 follows the Gaussian 

distribution mean zero. Variance 𝜎2y is given by deterministic 
function vector 𝑥𝑖 of inputs with additional Gaussian noise. 

 Likelihood function: Like Gaussian noise, the 
likelihood function is also Gaussian, 

𝑝(𝑡|𝑥, 𝑤) = (
1

2𝜋𝜎2) 𝑒𝑥𝑝 (−
1

2𝜎2 ∑ (𝑡𝑖 − 𝑦(𝑥𝑖, 𝑤))𝑛
𝑖=1 ) (6) 

 Guessing function: p(w) 

 Forward function: Bayes rule 

𝑝(𝑤|𝑥, 𝑡) = 𝑝(𝑡|𝑥, 𝑤)𝑝(𝑤)/𝑝(𝑡|𝑥, ) (7) 

 Forecasts: The forecasts 𝑥∗are all value averages with 

their weights according to their forward probability. 

𝑝(𝑦∗|𝑥∗,𝑥, 𝑡) = ∫ 𝑝(𝑦∗|𝑤,𝑥∗). 𝑝(𝑤|𝑥, 𝑡). 𝑑𝑤 (8) 

In case of NNs with large weight dimension, weight 
evaluation cannot be analytically performed. MacKay 
proposed approximation called obviousness framework to 
overcome this issue, [7]. 

3.3 Gaussian process 

Regarding the NNs complexity and their implementation, 
Gaussian processes (GPs) are relatively recent developments 
for nonlinear models [9]. MacKay proposes the GPs fit to 
regression and approximation which can be done analytically. 
This is known as the Gaussian probability distribution 
generalization [7], [9]. A Gaussian distribution is defined by 
mean µ and covariance matrix ∑ such as: 

∑ 𝑒𝑓𝑔 = (𝑓1, 𝑓2 , … , 𝑓𝑛) ∼ 𝑁(𝜇, Σ) (9) 

𝑘(𝑥, 𝑥)𝑒 𝑔 𝑓(𝑥)~𝐺𝑃(𝑚(𝑥),𝑘(𝑥, 𝑥)) (10) 

𝑐𝑜𝑣 (𝑓(𝑥𝑝),𝑓(𝑥𝑞 )) = 𝑐𝑜𝑣(𝑥𝑝, 𝑥𝑞)  

                                      = 𝑒𝑥𝑝 (−
1

2
|𝑥𝑝 − 𝑥𝑞 |

2
) (11) 

GPs calculation formulation implies: 

 Data: Training and testing 

𝐷 = {𝑥𝑖, 𝑡}
𝑖=1

𝑛
 and 𝐷∗ = {𝑥∗ ,𝑡∗} (12) 

 Forecasts: Gaussian distribution forecast for the test. 

𝑦∗|𝑥∗ ,𝑥, 𝑡  

𝑁 (
𝑦
−∗

= 𝑘(𝑥∗ , 𝑥)[𝑘(𝑥, 𝑥) + 𝜎2𝐼]−1𝑡,

𝑐𝑜𝑣( 𝑦∗) = 𝑘(𝑥∗ ,𝑥∗) − 𝑘(𝑥∗ , 𝑥)[𝑘(𝑥, 𝑥) + 𝜎2𝐼]−1𝑘(𝑥, 𝑥∗)
)

 (13)   

 Covariance matrix: with n training samples and n* of 
test. 𝑘(𝑥, 𝑥∗) represents the covariance matrix n x n* 

4. RESULTS 

To assess the performance of the model, the code is run to 
evaluate output MAE and RMSE errors. 730 days wind speed 
data used to train the models and the remaining 365 days data 
for testing. Table 1 displays errors and Central Processor Unit 
(CPU) time comparisons from the model’s training and test 

sets. Thus, first row of Table 1 shows that fitting is better both 
on learning and on testing for classical model made by 10 
hidden neurons with 1-day horizon. For the Bayesian 
approach and GP, similar structure and horizon are 
implemented.  

Table 1: Model’s error and CPU time comparisons for 
training and test sets 

Model RMSE 

Training 

MAE 

Training 

RMSE 

Test 

MAE 

Test 

CPU  

Time 

(s) 

Classic 

NN 

0.2364 0.1881 0.2678 0.2188 1.77 

Bayes NN 0.1870 0.1542 0.2119 0.1722 7.16 

GP 0.1874 0.1544 0.2107 0.1711 111.63 

 
According to Table 1, Bayesian approach clearly 

improves Classic NN’s performance. However, this approach 
requires more CPU performance and more iterations to find 

optimal complexity. Above all models, GP model has the 
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most improved test performance but it considerably requires 
CPU performance. Fig. 2 shows GP model test set predictions. 

 

Fig. 2.  GP model wind speed forecast with 1-day horizon 

Since the GP model has shown the best model compared 

to the two others, further study successively with 3-days and 
6-days’ horizons is carried out to evaluate the forecast 
performance (Fig. 3). The GP model predicted wind speed for 
every 3-days’ horizon and 29% errors occurred whereas the 
6-days’ horizon shows an error of 35%. The 3-days’ horizon 
has the best and significant performance. 

 
Fig. 3.  GP model for wind speed forecasts: (a) 3-days 

horizon, (b) 6-days horizon 

5. CONCLUSION 

In conclusion, study presents three models for wind speed 
forecasting and compare their performance. Models use daily 

wind speed sample data from Antananarivo, Madagascar. 

Results showed that unlike classical NN techniques, Bayesian 

method can deal quite effectively with complex model to 
avoid overfitting training. Another drawback of the Bayesian 
NN is the chosen approximations number to quantify the 
weight parameters level integrals. By contrast, designed GP 
model is more robust. Indeed, it can predict wind speed 
forecast in Antananarivo about 365 days with 29% and 35% 

accuracies for every 3-days and 6-days horizons respectively. 
Future research will focus on improving GP model prediction 
performance and implement its test result in any hybrid 
energy sources software. 
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