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Abstract: The goal of this project was to build deep learning model to predict earthquake location and magnitude and we also 

wanted to deploy the best model to  predict whether there is an earthquake or not in year time. The model will be fast and more 

reliable earthquake detection as current methods depend on non-learning algorithms, so the data set we used contains 4,172 global 

maps generated from the data of the National Oceanic and Atmospheric Administration (NOAA), the earthquake data set includes 

Latitude, Longitude and Magnitude, from 2150 B.C.E. to 2022. Our deep learning model was trained and tested using the LSTM 

depending on the target the location and magnitude.  We used the predication next farm architecture model for predicting 

earthquakes architecture where the input is 64x64 images (maps). There's one convolutional layer a max pooling layer drop out 

layer flattening layer and three dense layers so the second type of model. We used LSTM and the time series data to see if we could 

remove the need to generate images as was needed for the CNN so the model was trained and tested on the raw data. It is a map 

earthquake shown here and the black circle here shows the predicated earthquake, so the LSTM architecture input the seismic maps 

then there was a simple RNN layer an LSTM layer and dropout layer. Another LSTM layer and two dense layers so for the results 

here is a comparison of the confusion matrixes for the CNN versus the LSTM they both had good accuracy precision and recall but 

the RNN was a little better with 98 to 99 accuracy precision and recall versus about 99 so for the S wave arrival time prediction. 

There are some more results this is graphs of the predicted value versus the observed value for the RNN and for the LSTM a perfect 

prediction is indicated by black circles and you can see that the mean error value for the RNN is quite a bit lower than the loss error 

value for the LSTM.  The RNN was the best model and overall here is a map of the four targets that we tried to predict which was 

classifying earthquakes versus noise predicting magnitude, location and time arrivals. We convert the earthquakes data to maps and 

sent this to one npy file. The python function runs the model and predicts the image automatically. 

Keywords:  Artificial Intelligence, Neural Network, Deep Learning, Earthquakes Prediction.       

1-Introduction 

1.1 Deep Learning 

Deep learning is a new type of data-driven AI. It stacks multiple layers of machine-learning models, one on top of the other. This 

allows it to learn more complex inputs and produce more complex outputs. We typically create deep-learning models using a neural 

network. A neural network is a graph of nodes and edges based roughly on the organization of neurons in an organic brain. The 

nodes represent neurons in a brain [1-5].  

 

The edges represent the connections between the neurons. First, we feed data into the neural network via its input neurons. Next, 

mathematical operations are performed on the data in each of the neurons. Then, each neuron forwards its resulting value to all of 

the other neurons that it's connected to. We repeat this process for all of the nodes in the hidden layer of the networks well as the 

edges in the hidden layer. Finally, the network produces a prediction from its output neurons [6,7].  

 

There's a bit of math involved to make this entire process work. However, we're going to skip over all the math to keep things simple. 

A deep neural network is a neural network with more than one hidden layer. Adding more hidden layers allows the network to model 

progressively more complex functions. For example, imagine we want to teach a deep neural network how to detect human faces [8-

10]. 

 

First, we would feed a set of labeled images into the input layer of this network. We do this to teach the network the faces of each 

person and their corresponding name. The first layer of the neural network would learn to detect geometric primitives. For example: 

horizontal, vertical, and diagonal lines. The second hidden layer would learn to detect more complex facial features. For example: 

Eyes, noses, and mouths. The third hidden layer would learn to detect the general pattern for entire faces. The output layer would 

detect the most abstract representation of a person. In this case, the name of the person being recognized. Each layer learns to extract 

more complex features from the preceding layer. As a result, the data becomes more abstract with each additional layer in the network 

[11-15]. 
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Figure 1: Deep Learning [16] 

1.2 Earthquakes   

Our planet appears eerily still, but every mountain range and every chasm on its face is a scar with many telling a story of when the 

earth rumbled to life. Earthquakes occur around the world, they've been recorded on all seven continents, but most quakes take place 

in just three regions. The mid-Atlantic ridge an underwater line that runs down the Atlantic Ocean. The alpide belt which stretches 

from the Mediterranean to Southeast Asia and the circum-pacific belt which traces along the edges of the Pacific Ocean and is where 

about 80% of all earthquakes occur. These areas experience the most earthquakes due to what lies beneath the surface. Earthquakes 

are the result of pressurespecifically pressure caused by extreme stress in the Earth's crust. That stress can be caused by volcanic 

activity or even man-made activities in certain areas. However, most earthquake inducing stresses caused by the movement of 

tectonic plates. Tectonic plates are constantly moving either against away along or underneath each other, but sometimes their edges 

may catch and stick the plates. However, continue to move or at least attempt to energy from this attempted movement fields around 

the edges. Sticking point creating immense pressure until the edges are forced to let go and the plates slip. This causes a sudden and 

powerful release of energy so powerful that it breaks the Earth’s crust. This fracturing emits shockwaves through the ground and 

causes intense vibrations or quakes [17-22].  

In fact, the world’s most earthquake-prone regions are where the most geologically active plates meetearthquakes or any seismic 

activity are recorded by seismographs. When the ground shakes seismographs oscillate drawing a jagged line to reflect this 

movement. The more extreme the earthquake of the jagged line these recorded motions are then used to measure the earthquake 

strength or magnitude. While several scales of magnitude exist the one seismologist prefer is the moment magnitude scale. It has no 

upper limit and it measures earthquakes logarithmically. This means that each magnitude on its scale is ten times greater than the 

one before. It unlike the now rarely used Richter scale the moment magnitude scale can be applied globally and can measure quakes 

of the highest magnitudes. The largest recorded earthquake occurred near Bolivia Chile in 1960 nestled within the circum-pacific 

belt. The Valdivia earthquake was the most powerful in a series of quakes that struck. The region measuring at a magnitude of about 

9.5 in addition to causing devastating tremors on land. The earthquake also generated a deadly tsunami reaching up to 80 feet high. 

The tsunami raced across the Pacific Ocean hitting faraway countries like the Philippines and Japan in fact data from seismographs 

showed that the shock wavesemitted by the Valdivia earthquake continued to shake the entire planet for days. Some earthquake 

prone areas have adapted various ways to protect their communities. Buildings and bridges are designed to sway rather than break 

when an earthquake occurs. The public is educated on how to protect themselves during a seismic event and government officials 

enact drills to ensure the protection of their people. Earthquakes can leave behind incredible devastation but these same forces have 

also created magnificent features with each adding character to a planet so unique [23-26]. 

2-STUDY OBJECTIVES 

1) Develop an unsupervised (semi-supervised) model for Earthquakes prediction model. 
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2) Present a new Long Short-Term Memory LSTM-based learning approach to solve the random weight initialization 

problem of Deep Long Short-Term Memory DLSTM. 

3) Propose a robust forecasting application based on the time series maps, which could be used to convert those 

observations into patterns that can be utilized easily for future projections. 

4) Help the scientists and policymakers, in their resolving to act and consider potential benefits of reducing the 

Earthquakes crisis. 

3- Recurrent Neural Networks (RNN) 

The convolutional network uses shared parameters across space to extract patterns over an image. Recurrent Neural Networks (RNN) 

do the same thing but over time instead of space. This is the idea behind recurrent neural networks. Imagine that we have a sequence 

of events at each point in time you want to decide about what's happened so far in the sequence. Let that you have a sequence of 

events at each point in time. We want to make a decision about what's happened so far in the sequence. If your sequence is reasonably 

stationary, we can use the same classifier at each point in time. That simplifies things a lot already but since this is a sequence you 

also want to consider the past, everything that happened before that point. When natural thing to do here is to use the state of the 

previous classifier. What happened before recursively now we would need a very deep neural network to remember far in the past. 

This sequence could have hundreds thousands of steps it would basically mean to have a deep network with hundreds or thousands 

of layers, but instead we're going to use tying again and have a single model responsible for summarizing the past and providing that 

information to your classifier what we end up with is a network. With a relatively simple repeating pattern with part of your classifier 

connecting to the input at each time, step and another part called the recurrent connection connecting you to the past at each step 

[14]. 

 
Figure 2 : Architecture of Neural Networks (Chollet, 2021) 

 

 
Figure 3 : Recurrent Neural Networks [27-30] 

3.1 Long Short-Term Memory Networks 

 

LSTM stands for long short-term memory, it looks like with the help of diagrams here's how a standard recurrent neural network 

can be represented. We have passed the input xt along with the output from the previous node, which is h-1 to this central node then 

apply the 10h activation function and generate the output which is hg. Now here's how we can present the LSTM recurrent neural 
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network; its repeating module has a bit different structure. Instead of having a single neural network layer four interacting layers are 

communicating extraordinary. This complete box is called the LSTM cell it has three main parts: the cell state, the hidden state and 

the gates like forgot which also known as remember input and output gate [31-35].  

The Long Short-Term Memory (LSTM) network is a type of artificial neural network that can process and classify sequential data. 

It is commonly used in natural language processing, speech recognition, and time series prediction. The LSTM network is able to 

overcome the vanishing gradient problem by allowing gradients to flow through a long chain of memory cells, which makes it 

particularly well-suited for processing sequences with long-term dependencies. This is accomplished by selectively forgetting or 

retaining information from previous time steps, as well as storing new information in the memory cells [36-40]. 

 

We have three sigmoid components, so let's expand Figure 4, we can see that the information is going in a straight line right there 

and we call this the cell state which means the state of the cell at a certain state. We are multiplying whatever this value with the 

state value there, so the cell state is modified if that value is 1 then we are not modifying the state value. The hidden state is meant 

to encode a kind of characterization of the previous time steps data. It is important to note that the hidden state doesn't equal the 

output or the prediction. It is merely an encoding of the most recent time steps that said the hidden state at any point can be processed 

to obtain more meaningful data, in other words the cell state act as a transport highway that transfers relative information all the way 

down. The sequence chain you can think of it as the memory of the network. The cell state can carry relevant information throughout 

the processing of the sequence. So, even information from the earlier time steps can make its way to the later time steps reducing 

the effect of short-term memory. As the cell state goes on its journey information gets added or removed to the cell state via the gates 

the gates are different neural networks that decide which information is allowed on the cell state, in other words the gates can learn 

what information is relevant to keep or forget during training. We have three different goods that regulate information flow in an 

LSTM cell: the first one is the forget git as you can see the highlighted portion of the diagram this gate decides what information 

should be thrown away or kept information from the previous hidden state, which we called the ht-1 and the information from the 

current input which we called the xt is passed through the sigmoid function values come out between 0 and 1. The closer to 0 means 

to forget and the closer to 1 means to keep and that's the reason we are not modifying the state of the cell when this value is 1. To 

update the cell state we have the input gate in this layer there are two parts one is the sigmoid function and the other one is the 10 h 

function in the sigmoid function it decides which value to let through by transforming the values to be between 0 and 1.  0 means 

not important and 1 means important than the 10 h function gives weightage to the values which are passed deciding their level of 

importance by squishing them between -1 and 1. Then we multiply the 10 h output with the sigmoid output the sigmoid output will 

decide which information is important to keep from the 10 h output now. At this stage we have enough information to calculate the 

cell state. We will utilize the output from the forget gate and from the input gate to perform this calculation, which gives us a new 

cell state next. We have the output gate which decides what the next hidden state should be. Remember that the hidden state contains 

information on previous inputs the hidden state is also used for predictions. First we pass the previous hidden state which is ht-1 and 

the current input which is xt into a sigmoid function then we pass the newly modified cell state to the 10 h function we multiply the 

tanh output with the sigmoid output to decide what information. The hidden state should carry the output is the hidden state, the new 

cell state and the new hidden state are then carried over to the next time step. In simple words here the sigmoid layer decides which 

part of the cell state will be present in the output whereas 10h layer shifts the output in the range of -1 to 1. that's how an LSTM 

recurrent neural network performs the learning while taking the long context into the account [41-45]. 

 
Figure 4 : General scheme of an Long Short-Term Memory neural networks (LSTM) [46-49] 
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4- Methodology 

4.1 Dataset 

The dataset for training, Validation and testing of algorithms for Earthquakes Prediction was collected form National Centers for 

Environmental Information website. The dataset has 4,172 Earthquakes maps from 2150 B.C.E. to 20221. 

We used 90% of the data for training, and 10% for the testing, while the whole dataset for validation, and each record was the yearly 

earthquakes all over the world disaggregated by level, latitudes and longitudes. 

 

 
Figure 5 : Samples from Dataset 

4.2 Language and tools used 

Python is considered one of the most famous and most popular languages that support machine learning with the Google Colab 

environment, because it contains supportive libraries, is flexible, easy to use and open source, and it has the ability to train and 

validate very fast. 

We used the following libraries for developing the new proposed model: 

 Pandas - Data Structure and Analysis. 

 Keras - in deep learning. It wraps the efficient numerical computation libraries Theano and TensorFlow(Brownlee, 2020). 

 Matplotlib - used for graphs and charts. 

 Geographic Data with Basemap- used for generate the maps from netcdf data. 

4.3 Network Architecture  

In Figure 6, the Model Architecture which contains from 6 layers and Input layer 

                                                 
1 https://www.ngdc.noaa.gov/hazel/view/hazards/earthquake/event-data 
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Figure 6 : Model Architecture 

In the Figure 7, we illustrate the last 40 epochs of the training and validation of the proposed model.   

 
Figure 7 : The model starts training and logs the loss and accuracy 

While training the model, the loss and accuracy metrics are shown. This model achieves training and validation accuracy of about 

71%, and training and validation loss is 0.04.6 
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Figure 8 : Training  and Validation accuracy , 

40 epochs 

 
Figure 9 : Training and Validation loss, 40 

epochs 

During the training of the model the loss and accuracy values are recorded, and a validation dataset was used to check the 

performance of the model.  Also, "Matplotlib" was used to draw a chart showing the tracking of the results of the training and 

validation process in terms of loss and accuracy, as shown in the Figure 8 and Figure 9. 

We notice that the loss of validation and training of decreases with each iteration, and this is a good thing, and it gives us an indication 

that the model achieves its goals. On the other hand, it appears that the validation accuracy of the model increases to reach 71%, 

which is an acceptable percentage. 

5-Conclusion 

The results were summarized by displaying them in table for ease of comparison in terms of accuracy and loss. Because the amount 

of data used is large, and our model gave the acceptable accuracy rate of 71%. 
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