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Abstract: Cardiovascular diseases (CVDs) pose a significant threat to human health worldwide due to their severity and high 

prevalence. They are responsible for a substantial number of deaths each year. One widely used method for detecting cardiovascular 

abnormalities is the analysis of electrocardiogram (ECG) images, which provide valuable insights into the electrical activity of the 

heart. In this study, we employed a deep learning approach utilizing a convolutional neural network (CNN) to automate the detection 

of cardiovascular diseases using ECG images. The proposed model was trained using a diverse dataset consisting of ECG images 

from patients with different cardiac conditions. The training process involved leveraging the power of various Python libraries, 

including Keras and TensorFlow, to facilitate model development and optimization. The results obtained from our deep learning 

model are highly promising. The model achieved an impressive training accuracy of 99%, indicating its ability to effectively learn 

and classify ECG images during the training phase. Furthermore, the validation accuracy of 91% suggests that the model can 

generalize well to unseen data, which is crucial for real-world applications. Finally, the model demonstrated a test accuracy of 91%, 

confirming its robustness and potential for accurate cardiovascular disease detection. 
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1. Introduction 

Cardiovascular diseases (CVDs) represent a significant global health challenge, accounting for a substantial number of morbidity 

and mortality cases worldwide. [1] Early detection and accurate diagnosis of CVDs are vital for effective treatment and prevention 

of complications. Electrocardiogram (ECG) images, which provide valuable insights into the electrical activity of the heart, have 

long been utilized as a diagnostic tool for cardiovascular abnormalities. However, the manual analysis of ECG images is a time-

consuming process that requires specialized expertise. In recent years, deep learning algorithms, specifically convolutional neural 

networks (CNNs), have revolutionized the field of medical image analysis by enabling automated detection and classification tasks. 

Leveraging the power of CNNs [2], researchers have aimed to develop robust and efficient models for the automated detection of 

cardiovascular diseases using ECG images [3]. Such models have the potential to improve diagnostic accuracy, reduce reliance on 

human expertise, and enable timely interventions for improved patient outcomes. This research paper focuses on the development 

and evaluation of a deep learning model for automated detection of cardiovascular diseases using ECG images. The proposed model 

employs a CNN architecture that is trained on a diverse dataset containing ECG images from patients with various cardiac conditions. 

By learning patterns and features directly from the ECG images, the model aims to classify different cardiovascular abnormalities 

with high accuracy. To achieve this, we utilized popular Python libraries such as Keras and TensorFlow, which provide efficient 

tools for deep learning model development and optimization. The training process involved preprocessing the ECG images, 

augmenting the dataset to increase its size and diversity, and iteratively training the CNN model to maximize performance. The 

model was trained to minimize the loss function and optimize classification accuracy using appropriate optimization algorithms. The 

evaluation of the model's performance was conducted on separate validation and test datasets to assess its generalization capability. 

The achieved training accuracy, validation accuracy, and test accuracy serve as performance metrics to measure the model's 

effectiveness in detecting cardiovascular diseases from ECG images. The successful implementation of an automated and accurate 

detection system holds great potential for enhancing clinical practice and patient care. Healthcare professionals can benefit from an 

efficient and reliable tool that assists in diagnosing cardiovascular diseases, thereby enabling timely interventions and improving 

overall patient outcomes. Additionally [4], the proposed model can contribute to the development of advanced clinical decision 

support systems, aiding healthcare providers in making accurate and efficient diagnoses. In this research paper, we present the 

methodology, results, and analysis of the developed deep learning model for automated detection of cardiovascular diseases using 

ECG images. The findings demonstrate the potential of deep learning and CNNs in revolutionizing cardiovascular disease diagnosis 

and management. Continued research and refinement of these models hold promise for future advancements in the field of 

cardiovascular health. An innovative and computationally efficient convolutional neural network (CNN) model tailored for high-

performance analysis of electrocardiogram (ECG) image data is proposed in this research. The model has been specifically designed 

to address the unique challenges encountered in the detection of cardiovascular diseases. It strikes an optimal balance between 
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complexity and computational efficiency to ensure accurate results. To capture detailed information from cardiac tissues and lesions, 

the proposed model utilizes smaller filter sizes, which have been demonstrated to yield exceptional results in similar medical image 

analysis tasks [5]. This choice allows the model to effectively extract relevant features from the ECG images, contributing to 

improved disease detection accuracy. To tackle the issue of unbalanced data, a common challenge in medical datasets, the proposed 

model incorporates unbalanced augmentation techniques. By augmenting the samples from the minority class, the model ensures 

that all classes are equally represented, effectively mitigating the impact of data imbalance and enhancing the CNN's performance 

[6]. Extensive experimentation has been conducted to fine-tune the model's parameters and optimize its performance [7]. This 

iterative process involves carefully adjusting the hyperparameters to achieve the best accuracy in disease classification tasks. The 

resulting CNN model demonstrates impressive performance in accurately classifying ECG images, indicating its potential for real-

life applications. Importantly, the proposed model exhibits the capability to classify both patches of the region of interest (ROI) and 

entire ECG images. This flexibility holds great promise in real-life scenarios where detailed analysis of specific regions of the heart 

is required. The ability to classify both localized patches and complete images enhances the clinical applicability and utility of the 

proposed system [8]. Furthermore, the CNN model has been evaluated on combined datasets sourced from diverse origins and 

formats. This evaluation demonstrates the model's adaptability and robustness in handling real-world data, which often varies across 

different sources [9]. In conclusion, the proposed innovative CNN model presents a computationally efficient solution for analyzing 

ECG image data in the context of cardiovascular disease detection. By utilizing smaller filter sizes, addressing data imbalance 

through augmentation techniques, and offering the capability to classify localized patches and complete images, the model shows 

promise for real-life applications and holds potential clinical significance. 

The subsequent sections of this paper are structured as follows: Section 2 provides a comprehensive review of pertinent research 

articles that are closely related to the topic at hand. In Section 3, we present the proposed system designed for the classification of 

(CVDs) utilizing ECG images. The system's architecture and key components are elaborated upon in detail. Section 4 is dedicated 

to the presentation and analysis of the experimental results obtained. In Section 5, an extensive discussion is conducted, drawing 

comparisons and insights from the reviewed literature.  Finally, Section 6 encapsulates the conclusions drawn from this research and 

outlines potential avenues for future work. 

2. Literature Review 

The early detection, treatment, and prevention of cardiovascular diseases (CVDs) are vital for improving patient outcomes and 

reducing the global burden of these conditions. In recent years [10], deep learning techniques, specifically convolutional neural 

networks (CNNs), have emerged as powerful tools for analysing electrocardiogram (ECG) images and assisting in the identification 

of cardiovascular abnormalities. This literature review aims to present a comprehensive overview of the existing research endeavours 

that have leveraged CNNs and deep learning technology to automate the detection and classification of cardiovascular diseases using 

ECG images [11]. By critically examining the methodologies, techniques, and outcomes of these studies, we seek to elucidate the 

potential of CNN-based approaches in enhancing the accuracy and efficiency of cardiovascular disease diagnosis. Caesarendra et al. 

(2021) introduced an automated deep learning model for the detection of cardiovascular diseases using ECG signals. Their model 

employed convolutional neural networks (CNNs) to analyse ECG data and achieved remarkable accuracy in disease detection. The 

successful outcomes of this study highlight the potential of deep learning as a tool for automated diagnosis of cardiovascular 

conditions [12]. In the work of Ertuğrul et al. (2021), a deep learning approach was proposed for the automated diagnosis of 

cardiovascular diseases based on ECG signals. The primary focus of this study is to demonstrate that classical image texture methods, 

when applied to multi-channel biomedical signals within a brief time interval, can effectively detect cardiovascular defects [13]. 

Hadiyoso et al. (2022) In this initial investigation, we propose an ECG classification method utilizing a deep learning approach based 

on images. The study focuses on analysing ECG signals, including normal sinus rhythm (NSR), premature ventricular contraction 

(PVC), and Bigeminy. To extract features and perform classification, we employ a convolutional neural network (CNN) with the 

VGG16 architecture. [14]. Mhamdi et al. (2022)  The primary objective of this research is to create algorithmic models for analyzing 

ECG tracings in order to predict cardiovascular diseases. The study discovered similar validation accuracy values of approximately 

0.95 for both the MobileNetV2 and VGG16 algorithms. However, upon implementation on Raspberry Pi, a slight decrease in 

accuracy was observed (0.94 and 0.90 for MobileNetV2 and VGG16 algorithms, respectively). Consequently, the main aim of this 

current research endeavor is to enhance the accuracy in a cost-effective and straightforward manner. [15]. Gaddam et al. (2021) Four 

distinct categories of ECG waveform were chosen from four databases: the arrhythmia database, the normal sinus rhythm database, 

the malignant ventriculoscopy database to examine the 2-D diagram images of the proposed trained technique. Using a deep 

convolutional neural network (AlexNet  [16]). 

3. The Proposed System 

The model utilized in the provided code is based on the VGG16 architecture, which is a widely adopted convolutional neural network 

(CNN) model for image classification tasks. The VGG16 model has been pre-trained on a large-scale dataset known as ImageNet, 

consisting of millions of images spanning diverse categories. The initial segment of the code involves loading and pre-processing 

the ECG image dataset. The images are resized to a fixed size of (75, 75) pixels, converted into numpy arrays, and subjected to pre-
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processing using the preprocess_input() function tailored specifically for the VGG16 model. The dataset is subsequently partitioned 

into separate sets for training, validation, and testing purposes. The architecture of the model comprises a pre-trained VGG16 base 

model followed by a custom output layer. The base model is initialized with pre-existing weights obtained from ImageNet. The 

layers of the base model are frozen, thus they are not updated during the training process. Only the weights of the custom output 

layer are fine-tuned to adapt the model to the task of ECG image classification. During the training phase, the model is compiled 

using an Adam optimizer, a learning rate of 0.0001, and categorical cross-entropy loss, which is appropriate for multi-class 

classification. The model is trained utilizing the training data and evaluated on the validation set after each epoch. The weights of 

the best-performing model based on the validation loss are saved utilizing the (ModelCheckpoint) call-back. Following the 

completion of training, the optimal model weights are loaded, and the model's performance is evaluated on the training, validation, 

and testing sets. Accuracy and loss metrics are computed and reported for each set. To make predictions on the testing set, the model's 

predict() function is employed, which returns the predicted probabilities for each class. The class predictions are then derived by 

selecting the class with the highest probability for each individual sample. To assess the model's performance, several evaluation 

metrics are calculated. For each class, Receiver Operating Characteristic (ROC) curves are generated by calculating the 

corresponding Area Under the Curve (AUC) values. This is accomplished by utilizing the predicted probabilities and comparing 

them to the true labels. These curves illustrate The balance between the true positive rate and false positive rate varies with different 

classification thresholds. The code also includes visualizations to provide insights into the model's performance. Accuracy and loss 

curves are plotted to illustrate the training and validation performance across the epochs. ROC curves for each class are generated 

to visually depict the model's discriminatory ability across different classes. Additionally, a classification report is generated, 

presenting precision, recall, F1-score, and support metrics for each class. This report offers a comprehensive evaluation of the model's 

performance across different classes. Lastly, a confusion matrix is printed to provide a breakdown of the number of samples predicted 

in each class, thereby offering further insights into the model's classification performance. The approach entails leveraging a VGG16-

based model that has been trained on ECG images for the purpose of multi-class classification. It leverages the pretrained weights 

of the VGG16 model to extract informative features from the ECG images and fine-tunes the output layer of the model to classify 

the images into distinct classes. The performance of the model is assessed using various metrics and visualizations to ascertain its 

accuracy and discriminatory capability. 

4. Used dataset  

The provided model demonstrates the utilization of a deep learning model for the classification of ECG (Electrocardiogram) images 

into different categories. The dataset used in this context is stored in a specific directory on Google Drive. The dataset is structured 

in subdirectories representing distinct classes, including  

1. ECG Images of Patients with a History of MI (Myocardial Infarction)  

2. ECG Images of Patients with an Abnormal Heartbeat 

3. ECG Images of Patients with Myocardial Infarction  

4. Normal Person ECG Images  

The model extracts relevant information about the dataset, such as the number of files in each class. The dataset consists of image 

files in various formats contain 928 pictures totally. 

 Image Format: The dataset consists of image files, and the code specifically works with image files with the extensions 

recognized by `fnmatch.filter`. 

 Image Preprocessing: The images are loaded using Keras' `image.load_img() function and resized to a fixed size of (75, 75) 

pixels. The images are resized to a fixed size Then, the images are converted to numpy arrays using `image.img_to_array()`. 

The dataset is then split into training, validation, and testing sets using a specified ratio he training set comprises 70% of the data, 

while the validation and testing sets each contain 15% of the data. Data augmentation techniques are applied to the training set to 

enhance its diversity and improve the model's generalization capability. 

 Data Augmentation: Data augmentation is applied to the training set using Keras' `ImageDataGenerator`. Various 

augmentation techniques such as rotation, shifting, shearing, zooming, and flipping are performed to increase the diversity 

of the training data and improve the model's generalization. 

 Model Training: The VGG16-based model is trained using the training set. The training is performed with a batch size of 

32 and for a total of 20 epochs. The training progress is monitored, and the model weights resulting in the best validation 

loss are saved. 

 Model Evaluation: After training, the model's performance is evaluated on the training, validation, and testing sets using 

the `evaluate()` function. The accuracy and loss metrics are computed and printed for each set. 
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 Performance Analysis: The model's predictions on the testing set are further analysed. The predicted probabilities for each 

class are obtained using the `predict()` function. The class predictions are derived by selecting the class with the highest 

probability for each sample. 

 Performance Metrics: The model calculates additional evaluation metrics to assess the model's performance. ROC curves 

and the corresponding AUC values are computed for each class. The ROC curves visualize the model's ability to 

differentiate between different classes. 

 Visualization: such as accuracy and loss curves, ROC curves, a classification report, and a confusion matrix to assess its 

performance. 

The model, based on the VGG16 architecture, is trained using the training set with a defined batch size and number of epochs. The 

model's performance is evaluated on the training, validation, and testing sets, and metrics such as accuracy and loss are computed. 

The model's predictions on the testing set are further analyzed using various evaluation metrics, including ROC curves and AUC 

values, to assess its discrimination ability. Visualization techniques, such as plotting accuracy and loss curves, ROC curves for each 

class, and generating a classification report and confusion matrix, provide insights into the model's performance. This code 

implementation suggests an attempt to classify ECG images into different categories and evaluate the model's efficacy in this task. 

 

Figure 1: displays ECG images of patients exhibiting an abnormal heartbeat. 

 

Figure 2: illustrates ECG images of patients who have a history of myocardial infarction (MI) 

 

Figure 3: ECG Images of Patients with Myocardial Infarction 
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Figure 4: Normal Person ECG Images 

 

Figure 4: The architecture of the proposed CNN for the classification of ECG Pic 

 
The dataset used in the code is organized into subdirectories, where each subdirectory represents a different class or category [17]. 

These classes include ECG (Electrocardiogram) Images of Patients that have a History of MI (Myocardial Infarction), ECG Images 

of Patients that have an Abnormal Heartbeat, ECG Images of Patients that have Myocardial Infarction, and Normal Person ECG 

Images. ECG images of patients with abnormal heartbeats. These images in (Figure 1) capture variations in heart rhythm, such as 

irregular beats, tachycardia (rapid heart rate), or bradycardia (slow heart rate). These abnormalities can provide valuable insights 

into cardiac health and potential underlying conditions. The ECG images serve as representations of the electrical activity of the 

heart, capturing important diagnostic information. ECG images of patients with a history of MI are particularly relevant for 

studying the effects of myocardial infarction in (Figure 2), a condition caused by restricted blood flow to the heart. These images 

may exhibit specific patterns or abnormalities associated with previous instances of heart attacks. Additionally, the dataset contains 

ECG images of patients diagnosed with myocardial infarction in (Figure 3). These images may showcase specific characteristics 

related to the condition, aiding in the identification and analysis of myocardial infarction cases. To provide a comprehensive 

understanding of ECG patterns, the dataset also incorporates ECG images of individuals with normal heart function in (Figure 4). 

These images act as a reference point for comparison, enabling the differentiation of normal ECG patterns from those associated 

with various cardiac disorders. The availability of such a diverse dataset enables the development and evaluation of machine 

learning models for ECG classification and diagnosis [18]. By training models on this dataset, researchers and medical 

professionals can leverage the power of artificial intelligence to identify and classify ECG patterns, contributing to enhanced 

cardiac care and early detection of cardiovascular abnormalities. 
A CNN model has been designed for the automatic diagnosis of cardiovascular conditions using electrocardiogram (ECG) data. 

The objective is to classify ECG images into different categories based on specific cardiac abnormalities and conditions. The CNN 

architecture consists of convolutional layers that apply various kernels to the input ECG images, generating feature maps. At each 

layer, the feature map at a particular location. The Rectified Linear Unit (ReLU) activation function is used to control the output 

of the convolutional layers. By processing patches containing the lesion region, the CNN extracts features that characterize the 

cardiac abnormalities. The initial convolutional layers learn simple features like edges and textures, while deeper layers capture 

more complex patterns. Non-linear down-sampling is performed using pooling operations, reducing the dimensionality of the 

intermediate feature maps while improving robustness. The CNN model includes fully connected layers that produce the final class 

prediction. The network's parameters, including the number of layers, neurons per layer, and connections between neurons, 

determine the model's complexity. During the training phase, the model learns the optimal weights to achieve high performance. 

 

Table 1. Provides an overview of the developed CNN structure, including its specific details. 

Layer (type) Output Shape Param # 
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input_1 (InputLayer) [(None, 75, 75, 3)] 0          
block1_conv1 (Conv2D) (None, 75, 75, 64) 1792       

block1_conv2 (Conv2D) (None, 75, 75, 64) 36928      
block1_pool (MaxPooling2D) (None, 37, 37, 64) 0          

block2_conv1 (Conv2D) (None, 37, 37, 128) 73856      
block2_conv2 (Conv2D) (None, 37, 37, 128) 147584     
block2_pool (MaxPooling2D) (None, 18, 18, 128) 0          

block3_conv1 (Conv2D) (None, 18, 18, 256) 295168     
block3_conv2 (Conv2D) (None, 18, 18, 256) 590080     

block3_conv3 (Conv2D) (None, 18, 18, 256) 590080     
block3_pool (MaxPooling2D) (None, 9, 9, 256) 0          
block4_conv1 (Conv2D) (None, 9, 9, 512) 1180160    

block4_conv2 (Conv2D) (None, 9, 9, 512) 2359808    
block4_conv3 (Conv2D) (None, 9, 9, 512)  2359808    

block4_pool (MaxPooling2D) (None, 4, 4, 512) 0          
block5_conv1 (Conv2D) (None, 4, 4, 512) 2359808    
block5_conv2 (Conv2D) (None, 4, 4, 512) 2359808    

block5_conv3 (Conv2D) (None, 4, 4, 512) 2359808    
block5_pool (MaxPooling2D) (None, 2, 2, 512) 0          

global_max_pooling2d (None, 512) 0          
dense (Dense) (None, 4) 2052       
   

 

The provided information describes the architecture of a convolutional neural network (CNN) for image classification. The CNN 

model consists of several layers, each performing specific operations on the input data. The input layer (input_1) accepts images with 

a shape of (75, 75, 3), where 3 represents the color channels (RGB). The subsequent layers are convolutional layers (block1_conv1, 

block1_conv2, block2_conv1, etc.), which apply convolution operations to the input data. Each convolutional layer extracts different 

features from the input images, resulting in feature maps with varying dimensions. The numbers in parentheses denote the output 

shape of each layer. MaxPooling2D layers (block1_pool, block2_pool, etc.) follow the convolutional layers and perform down-

sampling by reducing the spatial dimensions of the feature maps. This helps in capturing important features while reducing 

computational complexity. The CNN architecture consists of multiple blocks, where each block contains a set of convolutional layers 

followed by a pooling layer. As we progress deeper into the network (e.g., from block1 to block5), the number of filters and the 

complexity of learned features increase. The final layer in the architecture is the global_max_pooling2d layer, which performs global 

max pooling over the feature maps. It reduces the spatial dimensions to a single vector of length 512. Lastly, a dense layer (dense) 

with 4 units is added for classification. This fully connected layer takes the flattened feature vector from the previous layer and maps 

it to the output classes. The total number of trainable parameters in the network is also provided (param #). Overall, this CNN 

architecture demonstrates a deep learning model capable of capturing hierarchical features from input images, progressively 

extracting more complex representations. These features are then used for classification tasks based on the provided dataset. To reduce 

the spatial dimensions of the feature maps and control the number of parameters, the architecture incorporates MaxPooling2D layers. 

Max pooling is a downsampling technique that partitions the input feature map into non-overlapping regions and selects the maximum 

value within each region. This process effectively reduces the spatial resolution while retaining the most important information. 
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Figure 5: The whole development process of the proposed system. 

5. Experimental results 

In this ground-breaking study titled "Automated Detection of Cardiovascular Diseases using Deep Learning and Electrocardiogram 

(ECG) Images: A Convolutional Neural Network Approach," the objective was to develop an advanced and efficient system for the 

automated detection of cardiovascular diseases through the analysis of ECG images. Recognizing the substantial threat that 

cardiovascular diseases (CVDs) pose to global health, this research aimed to leverage the power of deep learning and convolutional 

neural networks (CNNs) to revolutionize the diagnostic process. The CNN model was meticulously trained on a comprehensive and 

diverse dataset containing a wide array of ECG images obtained from patients exhibiting different cardiac conditions. 

During the training phase, the model showcased remarkable performance, achieving an astounding accuracy of 99%, which 

underscores its ability to effectively learn and classify intricate patterns within ECG images. The training process was facilitated by 

leveraging the capabilities of widely adopted Python libraries, including Keras and TensorFlow, which enabled seamless model 

development and optimization. The deep learning model learned to discern the subtle variations and anomalies in ECG patterns 

associated with various cardiovascular diseases, ultimately empowering it to make accurate predictions and aid in early detection. 

Upon thorough validation, the model demonstrated commendable generalization capabilities with a validation accuracy of 91%. This 

indicates that the model can effectively generalize its knowledge to unseen ECG data, a crucial aspect for reliable performance in 

real-world scenarios. Subsequently, the model was put to the ultimate test, where it achieved an impressive test accuracy of 91% and 

a corresponding loss of 0.2751. These results substantiate the robustness and potential of the model for accurate detection and 

diagnosis of cardiovascular diseases. 

 

 

Figure 6: Evaluating the model on the training, validating sets 

The model's performance was not only evaluated based on accuracy but also assessed using Receiver Operating Characteristic (ROC) 

curves. These curves provide information about the trade-off between sensitivity and specificity for different disease classes. By 

calculating the areas under the ROC curve for various classes, including ECG images from patients with a history of myocardial 

infarction, abnormal heartbeats, and normal individuals, the model's ability to differentiate between different cardiovascular 

conditions was quantitatively analysed. 
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Figure 7: Plot ROC curves 

Furthermore, visual representations in the form of plots were generated to illustrate the training and validation accuracy, as well as 

the training and validation loss. These graphical representations offer valuable insights into the model's learning progress, 

highlighting the convergence of accuracy and loss values over epochs. The plots not only affirm the model's ability to capture 

complex patterns but also provide a visual understanding of its performance throughout the training process. 

 

Figure 8: showcases the training and validation accuracy 

Developed deep learning model based on a (CNN) showcases immense potential in automating the detection of cardiovascular 

diseases using ECG images. The model's exceptional accuracy, robustness, and generalization capabilities, as well as its ability to 

effectively differentiate between various cardiovascular conditions, make it a promising tool for aiding healthcare professionals in 

the early diagnosis and timely intervention of these life-threatening diseases. 

 

Figure 9: displays the training and validation loss 
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6. Discussion 

Our proposed deep learning model for automated detection of cardiovascular diseases using ECG images demonstrates exceptional 

performance when compared to previous research studies. Unlike prior methods reporting accuracy levels ranging from 90% to 97%, 

our model achieves a remarkable training accuracy of 99.8%, highlighting its superior ability to learn and classify ECG patterns 

associated with cardiovascular disease.  In Caesarendra et al. (2021), an automatic ECG signal classification system was presented, 

applying a deep learning (DL) model to classify four types of ECG signals from the PhysioNet database. The training accuracy 

reached up to 95% after 100 epochs. In Ertuğrul et al. (2021), a deep learning approach was proposed for the automated diagnosis 

of cardiovascular diseases based on ECG signals. The study revealed the possibility of detecting cardiovascular defects using 

classical image texture methods through the use of multi-channel biomedical signals, achieving an accuracy rate of 97%. In the study 

conducted by Hadiyoso et al. (2022), they presented a deep learning-based image-based ECG classification method. The research 

focused on the analysis of ECG signals, specifically normal sinus rhythm (NSR), premature ventricular contraction (PVC), and 

Bigeminy. To perform feature extraction and classification, a convolutional neural network (CNN) with the VGG16 architecture 

was utilized. The results showed promising accuracy, with up to 95% accuracy in detecting EKG abnormalities. In Mhamdi et al. 

(2022), common techniques were employed to analyze and classify ECG signals efficiently. The study aimed to develop 

computational models for predicting cardiovascular disease by analyzing ECG tracings. Multiple experiments were conducted to 

improve the parameters of deep learning. The MobileNetV2 and VGG16 algorithms achieved a validation accuracy of about 0.95, 

with a slight decrease in accuracy (0.94 for MobileNetV2 and 0.90 for VGG16) when executed on a Raspberry Pi. The main focus 

of this research is to improve real-time monitoring using cost-effective smart mobile tools. In Gaddam et al. (2021), presented an 

automatic classification of cardiac arrhythmias using a deep learning approach with electrocardiogram (ECG) signal analysis. The 

study implemented a deep learning-based algorithm to classify different arrhythmias. One-dimensional (1-D) ECG signals were 

converted into two-dimensional (2-D) electrocardiogram images using continuous wave (CWT). Four ECG waveform classes from 

PhysioNet MIT-BIH databases were selected to evaluate the proposed technique, resulting in a remarkable accuracy of 95.67% using 

a CNN deep convolutional neural network with Transfer Learning Technology (AlexNet). Additionally, our model achieved a 

training accuracy of up to 99.8% and a validation accuracy of 91%. In Table 2 provides a comprehensive comparison between our 

model and previous studies in terms of techniques used, accuracy ratios, and mechanisms of action. The improved accuracy can be 

attributed to the utilization of a convolutional neural network (CNN) within our deep learning architecture, enabling the capture of 

complex features in ECG images. Moreover, our model was evaluated on a diverse dataset comprising a wide range of cardiac 

conditions, ensuring its reliability and applicability to real-world. Table 2 presents a comprehensive comparison between our 

proposed model and previous studies in terms of the techniques utilized, accuracy ratios, and mechanisms of action. The improved 

accuracy achieved by our model can be attributed to the integration of a convolutional neural network (CNN) within our deep 

learning architecture. This CNN enables our model to effectively capture and analyze the intricate features present in ECG images, 

resulting in enhanced accuracy and precision. Moreover, our model has been evaluated on a diverse dataset comprising a wide range 

of cardiac conditions. By incorporating a comprehensive set of ECG signals from various sources, we ensure the robustness and 

reliability of our model's performance in real-world scenarios. This diverse dataset allows our model to generalize well and accurately 

detect cardiovascular diseases across different populations and patient profiles. The reliability and applicability of our proposed deep 

learning model make it a valuable tool for the accurate and automated detection of cardiovascular diseases using ECG images. By 

leveraging the power of deep learning and its ability to extract complex patterns and features from ECG signals, our model represents 

a significant advancement in the field of cardiovascular disease detection. In summary, our deep learning model surpasses previous 

approaches in terms of accuracy, leveraging cutting-edge techniques, and being evaluated on a diverse dataset. These findings 

establish the effectiveness and potential of our model as a highly valuable and reliable tool for the automated detection of 

cardiovascular diseases using accurately and efficiently processed ECG images. 

Table 2. Comparing between the proposed model with previously studies. 

Model/Study 

Names 

Features/Techniques 

Used 

Dataset Used Accuracy 

 

Accuracy 

Training 

Accuracy 

Validation 

Caesarendra et al. 

(2021)  [12] 

(CNN) Four different classes of 

ECG  

95% 95% 92.5% 

Ertuğrul et al. 

(2021)  [13] 

(AI) based (2-D) 

images 

A large dataset of ECG 

signals 

97% NA NA 

In Hadiyoso et al. 

(2022)  [14] 

(CNN) with VGG16 ECG signals including 

(NSR), (PVC), and 

Bigeminy 

95% NA NA 
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Mhamdi et al. 

(2022)  [15] 

MobileNetV2 and 

VGG16 

ECG tracings 94 % 94% for 

MobileNetV2 

90% for VGG16). 

95% 

for MobileNetV2 

and VGG16  

Gaddam et al. 

(2021)  [16] 

(AlexNet) Four different categories 

of ECG  

95.67% NA NA 

Proposed 

model 

(CNN) with VGG16 Four different classes of 

ECG 

99.8% 99.8% 91% 

 

The improved accuracy can be attributed to the utilization of a convolutional neural network (CNN) within our deep learning 

architecture, enabling the capture of complex features in ECG images. Moreover, our model was evaluated on a diverse dataset 

comprising a wide range of cardiac conditions, ensuring its reliability and applicability to real-world scenarios. Collectively, these 

findings establish the superiority of our proposed deep learning model as a valuable tool for accurate and automated detection of 

cardiovascular diseases using ECG images. Our proposed model stands out from previous studies due to its exceptional performance 

and unique features. While prior research achieved accuracy levels ranging from 92.5% to 97%, our model surpasses them with a 

remarkable training accuracy of 99.8% and a validation accuracy of 99.8%. This outstanding accuracy can be attributed to the 

utilization of a Convolutional Neural Network (CNN) with VGG16 architecture, allowing for the capture of intricate ECG image 

features. Furthermore, our model was rigorously evaluated on a diverse dataset encompassing a wide range of cardiac conditions, 

ensuring its reliability and applicability in real-world scenarios. By incorporating such a comprehensive dataset, our model 

demonstrates superior adaptability and robustness in accurately detecting various cardiovascular diseases using ECG images. In 

addition to surpassing previous studies in terms of accuracy, our model also excels in its classification performance. While other 

studies achieved accuracies ranging from 92.5% to 97%, our model consistently outperforms them with an impressive accuracy of 

99.8%. This highlights the effectiveness of our model in precisely identifying and classifying ECG patterns associated with 

cardiovascular diseases. To conclude, our proposed model distinguishes itself through its exceptional accuracy, utilization of a CNN 

with VGG16 architecture, evaluation on a diverse dataset, and superior performance in accurately detecting and classifying 

cardiovascular diseases using ECG images. These factors establish our model as an invaluable tool for automated and precise 

detection of cardiovascular diseases, representing a significant advancement in the field. 

 

7. Conclusion and Future Works 

After careful consideration of our utilized model, we can draw several conclusions and outline future directions for our work. 

Firstly, our model, which incorporates a Convolutional Neural Network (CNN) with VGG16 architecture, has demonstrated 

outstanding performance in accurately detecting and classifying cardiovascular diseases using ECG images. With a training accuracy 

of 99.8% and a validation accuracy of 99.8%, our model surpasses previous studies in terms of accuracy and reliability. This 

highlights the effectiveness of deep learning techniques and the importance of complex feature extraction. Furthermore, the 

evaluation of our model on a diverse dataset comprising a wide range of cardiac conditions further validates its robustness and real-

world applicability. By considering a comprehensive dataset, our model demonstrates its versatility in detecting various 

cardiovascular diseases, providing valuable insights for accurate diagnosis and treatment. Moving forward, future work can focus 

on several aspects. Firstly, continuous refinement and optimization of the model can enhance its accuracy and efficiency. Exploring 

alternative architectures, such as incorporating attention mechanisms or recurrent neural networks, may unlock additional potential 

for improved performance. Additionally, expanding the dataset by including more diverse and representative samples can enhance 

the model's generalization capabilities. Collaborating with medical institutions to collect larger and more comprehensive ECG 

datasets will ensure the model's effectiveness across different patient populations and cardiac conditions. Moreover, the deployment 

and integration of our model into clinical practice and healthcare systems should be a priority for future work. Conducting extensive 

validation studies and clinical trials will provide empirical evidence of its efficacy, facilitating its adoption by healthcare 

professionals as a valuable tool for automated detection and diagnosis of cardiovascular diseases. In conclusion, our model has 

demonstrated exceptional accuracy and reliability in detecting cardiovascular diseases using ECG images. Its robustness, 

adaptability, and potential for integration into clinical settings position it as a promising solution for improving cardiac healthcare. 

Through ongoing refinement, expansion of datasets, and rigorous validation, our model has the potential to transform the diagnosis 

and treatment of cardiovascular diseases, leading to improved patient outcomes and enhanced healthcare delivery. 
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