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Abstract: The paper deals with the actual tasks of computer vision – recognition and classification of objects in images. Deep 

learning methods based on neural networks are proposed as an alternative to existing methods. A new approach for effective 

recognition and classification of culinary dishes in images has been developed, which involves the use of the capabilities of the 

TensorFlow deep learning library and the features of the Convolutional Neural Network. A software application for recognizing and 

classifying culinary dishes has been developed. Testing of the proposed tool showed that 7 complete epochs of model training 

provided 77% accuracy, which is a fairly good result, given that one of the main problems in recognizing culinary dishes is interclass 

similarity. The prospect of further research is to create subclasses for existing general classes of dishes. 
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1. INTRODUCTION 

Computer vision is a branch of computer science that 

studies the intelligent processing and analysis of visual data, 

such as images and videos [1-5]. Typical tasks of computer 

vision include image search, image recognition, image 

classification, visual materials restoration or generation, and 

others. One of the most interesting modern tasks that 

researchers are trying to solve is food recognition 

and classification. Today, most applications involving 

computer vision use neural network and deep learning 

technologies [6-9]. 

Various methods, technologies, and approaches to pattern 

recognition and classification have been developed [10-16]. 

Depending on the object to be recognized, the methods can 

provide different percentages of accuracy and efficiency on the 

same data [17-23]. In pattern recognition tasks, there is no 

single universal method that can be equally effective in all 

cases. Recognizing food and, for example, faces [18, 24] is the 

recognition of fundamentally different objects with different 

features and characteristics, which requires a special approach 

in both cases. Even for objects of the same class, different 

recognition and classification methods can be applied. 

The development of proper nutrition methods has led to an 

increase in the number of mobile applications for calorie 

counting [4, 7, 8]. Most modern tools aimed at counting the 

calories of the food consumed by the user have a common 

workflow for this type of mobile application that uses a 

predefined database of dishes and products with average 

calorie content. 

The first mobile apps for calorie counting were similar to a 

regular calculator, as the user had to write down the dish with 

all its characteristics: calories, calories, protein, fat, 

carbohydrates, and weight. Modern calorie counting apps are 

superior to their predecessors, but today’s needs require 

the improvement of existing apps with artificial intelligence 

[25-28]. 

The object of research is the process of developing an 

application for recognizing and classifying culinary dishes.  

The aim of this research is to develop a software 

application using deep learning methods for efficient 

recognition and classification of culinary dishes in images. 

The research solved a number of problems: 

1. Classical methods of image recognition and 

classification based on neural networks are analyzed. 

2. The capabilities of the TensorFlow deep learning library 

are analyzed. 

3. The features of the Convolutional Neural Network 

(CNN) are analyzed. 

4. A new approach for efficient recognition and 

classification of culinary dishes in images has been developed. 

5. A software application for recognizing and classifying 

culinary dishes was developed. 

2. RELATED WORKS 

Image pattern recognition methods work with different 

types of images and with different efficiency [1-8]. 

Considering the texture and the state of the image itself, an 

important problem that recognition methods can face is the 

presence of noise in the image [23-28]. The effect of noise on 

the operation of methods can lead to the fact that the method 

can extract more information features than necessary or 

actually available. The presence of noise in the image affects 

the formation of false keypoints and descriptors based on them. 
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To overcome this problem, methods such as BRISK spend 

extra time filtering out false descriptors. Other methods, such 

as ORB and AKAZE, may suffer from classification losses 

when some images are not found in their class or are 

mistakenly classified to the wrong class [19, 29].  

To overcome the problems with finding information 

features in noisy images, special filters are most often used to 

filter out noise in the image and smooth it out. At the same 

time, the analysis of images that are too blurry is also 

ineffective for finding information features. With a high level 

of blurring, the computational cost for most methods increases 

significantly, and the number of keypoints decreases several 

times [15, 28]. In order to prevent this problem, the images to 

be recognized must be clear or have a small level of blur.  

There are limitations on the size of the image to be 

recognized and classified [30, 31]. Large images must be of 

good quality, but are usually analyzed slowly; small images are 

inefficient for recognition due to the difficulty of identifying 

keypoints on them. Limitations on working with color and 

monochrome images are also important. Depending on the 

specifics and implementation, different recognition methods 

can work with either monochrome or color images [28-31].  

Before choosing image recognition and classification 

methods, you need to understand what type of image you will 

have to work with because the methods have limitations on 

color, size, noise, brightness or dimness, background, and even 

the number of objects in the image, which somehow affects the 

process of finding information features [31]. Thus, there are 

many restrictions on the input data depending on the approach, 

method, and task. Depending on the data and method, the 

search for keypoints in the image is performed with different 

efficiency. 

To recognize and classify fruit, which is a fairly large 

subclass of food, it has been proposed to use the KNN (K-

Nearest Neighbors) method [8]. In their method, the 

researchers used a shape-based recognition strategy and 

primitive generation to estimate the parameters. First, adaptive 

smoothing was performed on the image to filter out Gaussian 

additive noise. Next, primitives are generated for estimation. 

The method also takes into account unripe fruit, which at the 

beginning of ripening can be very different in shape from a ripe 

sample. The recognition and classification accuracy for such 

examples was about 80%. The area and perimeter of the fruit 

are found for evaluation and further classification. Their values 

are calculated from the image pixels. The perimeter of the fruit 

is calculated by counting the boundary pixels, and the area is 

estimated by counting the total number of pixels inside the 

found boundaries. The method does not “see” the difference in 

the size of the photos, so the user is asked to make the objects 

approximately the same size. That is, if there is a photo of an 

apple somewhere far away on a tree and a photo of an apple 

nearby, then the photos need to be changed so that the objects 

are approximately the same size. Only then will the system 

calculate the area and perimeter and use these values for 

classification. 

The Fruits Recognition system is based on the KNN 

method [9]. For the Fruit Recognition system, the method 

performs fruit classification using a distance measure; it selects 

the closest sample to the unknown fruit. The approach showed 

90% accuracy in fruit recognition and classification [8]. 

However, the efficiency and accuracy of the method with more 

food groups will decrease significantly due to the large inter-

class similarity and intra-class variations. 

There are many other methods based on keypoint detection. 

Among them are BRIEF, ORB, BRISK, FREAK, AKAZE, 

LATCH, SIFT, SURF [19, 29]. The most popular is SURF. 

SURF, or Speeded Up Robust Features, is a method widely 

used for image comparison, searching and classifying objects 

in a photo, and other tasks [28]. SURF is well suited for 

recognizing complex objects with a pronounced texture, such 

as culinary dishes. The effectiveness of the SURF method has 

been studied using fuzzy logic [12, 13]. In this case, fuzzy logic 

is used to determine the degree to which an object or a unique 

keypoint belongs to a reference class [14]. Using SURF as a 

method of object recognition can in some cases lead to 

significant time costs due to the large number of selected 

keypoints. For a mobile application, the system's processing 

time can become critical, but using a fuzzy logic approach can 

help avoid the problem of increasing processing time [15]. The 

SURF method using fuzzy logic has shown good results in face 

recognition [18, 24], but it is difficult to say whether it will 

show the same results in food recognition, especially on a very 

large sample. 

SURF is one of the most effective computer vision 

methods, partially based on the Scale-Invariant Feature 

Transform (SIFT) method, and is used as a local detector of 

feature descriptors [32]. 

A descriptor is an identifier of a keypoint that distinguishes 

it from others. It is a set of data that describes an entity, object, 

or other unit, but is not the entity itself [30]. Usually, in an 

image, a descriptor describes information about a keypoint and 

its surroundings. A feature of SURF descriptors is the 

invariance property [19], which was also present in the SIFT 

method. It should be noted that small areas are less affected by 

deformation (image resizing, rotation, and other 

transformations). To be effective, the descriptor must have the 

property of invariance and keep the description of the keypoint 

the same under any size, rotation, or other change. 

Some studies have proposed using the SURF method called 

Bag-of-SURF and the Spatial Pyramid Matching method [19]. 

With the Bag-of-SURF method, a code word dictionary is 

created, SURF feature vectors of images are extracted, and 

descriptors are built in 64-dimensional space, and grouped into 

100, 200, or 300 clusters using the k-means method. The 

Spatial Pyramid Matching (SPM) method is used to segment 

the image into sub-regions and construct a histogram of local 

features. This approach proved to be effective, with 86% 

accuracy on a small dataset (6 categories, 53 food samples), 
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but on a large sample (111 categories, 2145 images), the 

accuracy of the method decreased several times [16]. 

An analysis of recent publications [4-8, 10, 13, 17, 33] has 

shown that methods using neural networks and machine or 

deep learning methods are best suited for recognizing and 

classifying culinary dishes [17]. There are many types of 

neural networks, some of which are actively used to solve 

pattern recognition problems. CNN networks require 

significant computational costs and powerful hardware 

(especially on large data samples), but for the task of 

recognizing and classifying culinary dishes, it is promising, as 

evidenced by the results of practical studies [34-37].  

3. MATERIALS AND MODELS 

Working with an image, and especially recognizing and 

classifying an object in it, is a rather difficult task for a 

computer. While for a human being it is an easy task to identify 

and instantly recognize what is depicted in a photo, a computer 

requires a number of complex methods, each of which can give 

different results on different data [27].  

In food and culinary recognition, as mentioned earlier, the 

biggest problem is high cross-class similarity and a large 

number of representatives of the same class, which is why 

traditional approaches to recognition are considered 

ineffective.  

To understand how the proposed method works, it is 

necessary to introduce the concepts of the Hessian and Hessian 

matrix.  

A Hessian matrix is a square matrix defined by the formula 

below 

𝐻(𝑓(𝑥, 𝑦)) =  |

𝛿2𝑓

𝛿𝑥2

𝛿2𝑓

𝛿𝑥𝛿𝑦

𝛿2𝑓

𝛿𝑥𝛿𝑦

𝛿2𝑓

𝛿𝑦2

|, (1) 

where H is the Hessian matrix; f(x, y) is a function of the 

brightness gradient change [22]. 

The Hessian is a determinant of the Hessian matrix, used in 

the formation of the descriptor and works with the brightness 

of the gradient. The Hessian is determined by the formula 

below 

𝑑𝑒𝑡 (𝐻)  =  
𝜕2𝑓

𝜕𝑥2 ⋅  
𝜕2𝑓

𝜕𝑦2 −
(𝜕2𝑓)2

(𝜕𝑥𝜕𝑦)2. (2) 

It is with the help of the Hessian and Hessian matrix that 

SURF identifies keypoints. Special locations, such as corners, 

texture feature boundaries, etc., are identified through the 

Hessian, which reaches its extremes at locations with 

maximum changes in the brightness gradient.  

To calculate brightness, an integral representation of an 

image is used. It is a matrix whose size corresponds to the size 

of the image. The elements of the matrix are calculated using 

a special formula 

𝐼𝐼(𝑥, 𝑦)  =  ∑ 𝐼(𝑖, 𝑗)
𝑖≤𝑥,𝑗≤𝑦
𝑖=0,𝑗=0 , (3) 

where I(i, j) is the brightness of a pixel. 

In order to make the Hessian matrix invariant not only with 

respect to image rotation, but also with respect to scale in 

multiple dimensions, the SURF method uses filters of different 

scales. The formula for calculating the Hessian in SURF, 

taking into account filters of different scales, is given below 

𝑑𝑒𝑡 (𝐻𝑎𝑝𝑝𝑟𝑜𝑥)  =  𝐷𝐷𝑥𝑥𝐷𝐷𝑦𝑦  −  (0.9 ⋅  𝐷𝑥𝑦)2, (4) 

where 𝐷𝐷𝑥𝑥 , 𝐷𝐷𝑦𝑦 , 𝐷𝑥𝑦   are convolutions by filters; 0.9 is a 

coefficient that is theoretically justified and used to adjust the 

calculations. 

The SURF method sets the threshold value of the Hessian. 

When searching for keypoints, the method goes through the 

pixels and looks for the maximum of the Hessian matrix 

determinant. If the pixel value is higher than the specified 

threshold, then the found pixel is considered as a candidate for 

a keypoint.  

After the keypoint has been selected, the method generates 

descriptors based on it. A descriptor in SURF is a set of 64 

numbers (sometimes 128) for each keypoint. Each number is 

the difference in the gradient around the keypoint (the keypoint 

itself has the maximum value). The invariance of the descriptor 

with respect to rotation is calculated as a random deviation of 

the gradient value from the average value within the radius of 

the keypoint and relative to the gradient direction. The area of 

descriptors calculation is determined by the size of the Hessian 

matrix. 

Changes in illumination level also do not affect the search 

for keypoints due to its invariance to brightness shifts. The 

SURF method effectively finds both dark and light features in 

an image.  

The steps for constructing a descriptor are shown in Fig. 1. 

SURF is a very efficient and fast (unlike the SIFT method) 
method for finding key features in an image. It is well suited 
for finding objects in an image, but it does not work with an 
object by itself. The method analyzes the image as a whole and 
thus looks for features. SURF is good at recognizing complex 
objects with complex textures, but ineffective at recognizing 
simple objects with uniform, simple textures [9]. It is difficult 
for the method to find keypoints in such objects. However, the 
property of invariance in different cases, the efficiency of 
working with complex objects, and the speed of the method are 
important advantages of SURF as a recognition method. In 
recent years, among the many methods used for image 
recognition and classification, methods that use the capabilities 
of machine learning and neural networks have been very 
popular [11, 14].  

A neural network is a mathematical model presented in a 
program form that was based on the principles of how real 
biological neurons in the brain work. The peculiarity of neural 
networks is the ability to “learn” different tasks by analyzing 
different examples. The use of neural networks for image 
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recognition is a very effective and popular method. The stages 
of creating and operating a neural network for recognition are 
shown in Fig. 2. 

Kohonen neural networks are a set of neural networks 

based on the structure of the Kohonen layer [15]. The process 

of the Kohonen network is shown in Fig. 3. 

In practice, it is quite common for data to be first processed 

by a Kohonen network and then passed to another, more 

efficient but computationally demanding neural network. For 

example, a convolutional neural network, this is most often 

used to solve complex problems of image recognition and 

classification.  

Convolutional neural network or CNN refers to a type of 

multilayer feed forward networks in which the signal 

propagates in one direction. The principle of the network is 

inspired by the functioning of the visual cortex of animals and 

is aimed at efficient image recognition [21].  

CNN is a part of deep learning technologies and is a part of 

many deep learning libraries, such as TensorFlow. 

Deep learning is a subtype of machine learning and is based 

on learning data features and constructing a hierarchy of 

abstractions [22]. 

 

Fig. 1. Steps in constructing a SURF descriptor 

 

Fig. 2. Stages of creating and operating a neural network 
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Fig. 3. Stages of the Kohonen neural network operation 

 

While machine learning algorithms require structured data, 

deep learning networks rely entirely on their layers. Multilevel 

layers organize data into a hierarchy of concepts and learn from 

their own mistakes [26]. 

The idea of CNN architecture is to alternate convolutional 

and sub-sampling layers. The network gets its name from the 

convolution operation, in which each image fragment is 

multiplied by the convolution kernel element by element [25]. 

The result is added and written to a similar position of the 

original image. 

CNN has a certain resistance to changes in scale, shift, 

rotation, angle, and other image transformations; the network 

has the property of invariance, which was inherent in the 

previously discussed SURF method. Three mechanisms help 

to ensure this property of the neural network: local feature 

extraction, formation of layers in the form of a set of feature 

maps, and the presence of a subsample [19].  

Let’s take a closer look at each of the mechanisms.  

In local feature extraction, each neuron receives an input 

signal from the local receptive field on the previous layer. This 

is how the local feature is extracted. As soon as the network 

extracts a feature, its further exact location is no longer 

important because it is now determined relative to other found 

features.  

The first layer in a convolutional neural network is the 

input layer. The network receives input data in the form of 

images. The input layer takes into account the two-dimensional 

structure of images and usually consists of three maps. Three 

because the image is represented in three main channels – red, 

blue, and green. If the image is represented in gray, only one 

map is created on the input layer. 

The input pixel data is normalized from 0 to 1. 

𝑓(𝑝, 𝑚𝑖𝑛, 𝑚𝑎𝑥)  =  
𝑝 − 𝑚𝑖𝑛

𝑚𝑎𝑥 − 𝑚𝑖𝑛
, (5) 

where f is the normalization function; p – pixel color in the 

range from 0 to 255; min – 0; max – 255. 

Another important CNN mechanism is the formation of 
layers in the form of a set of feature maps. In the network 
topology, this feature is mainly adopted by the convolutional 
layer of the network. This layer is a set of such feature maps, 
each of which has a synaptic or scanning core. Simply put, it 
is a filter.  

The number of maps is determined by the task statement 
and its requirements, but it should be noted that a large number 
of maps not only improves the quality and accuracy of 
recognition, but also increases the computational complexity 
[32].  

Researchers advise to stick to a 1:2 ratio, in which the map 

of the previous layer is linked to two maps of the next one. The 

size of all maps of the convolutional layer is calculated using a 

special formula 

(𝑤, ℎ)  =  (𝑚𝑊 −  𝑘𝑊 +  1, 𝑚𝐻 −  𝑘𝐻 +  1), (6) 

where (𝑤, ℎ) is the size of the folding card; 𝑚𝑊  the width of 
the previous map; 𝑘𝑊 is the width of the kernel; 𝑚𝐻 the height 
of the previous map; 𝑘𝐻 is the height of the core. 

As already mentioned, the synaptic or scanning kernel is a 

filter that goes through the map and finds the features of 

objects. The size of the kernel is set independently in the range 

from 3 × 3 to 7 × 7 but so that the size of the feature map is 

even [11]. This is necessary to prevent information loss when 

reducing the subsampling layer. The feature map on the 

convolutional layer is initially zero, and the weight of the 

kernels is randomly generated in the range from -0.5 to 0.5 

[11]. A window of the size of the convolution kernel value 

passes through the image and at each iteration element by 

element multiplies the area under research by the kernel value. 

The sum of the multiplication result is written to the map of the 

next layer. This is how the convolution operation is performed, 

which can be represented as the following formula 

(𝑓 ∗  𝑔)[𝑚, 𝑛]  =  ∑ 𝑓[𝑚 −  𝑘, 𝑛 −  𝑙]  ∗  𝑔[𝑘, 𝑙]𝑘,𝑙 , (7) 

where f is the initial image matrix; g – convolution kernel. 

The result of convolution may differ depending on the 

method of processing the matrix borders. It can be smaller than 

the original image, the same size, or larger [34].  

The third important CNN mechanism is subsampling. The 

subsampling layer comes immediately after the convolutional 

layer. It also has feature maps, but their number is the same as 

in the previous layer. The subsampling layer is needed to 

reduce the dimensionality of the feature maps. It filters out 
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unnecessary feature details and reduces the probability of 

overfitting. The kernel map of the subsampling layer has the 

dimensionality 2 × 2 and reduces the feature maps of the 

convolutional layer by half. This operation is called max 

pooling and uses the activation function. The activation 

function determines the dependence of the output signal on the 

input signal and displays numbers in the range (0,1) – less often 

(-1,1). The function shows the output value of the neuron and 

specifies whether the neuron should be active or can be 

ignored. That is, the activation function determines the 

functionality of the neural network and its training method. 

In a convolutional neural network, the most commonly 

used activation function is ReLU – rectified linear unit or 

rectified linear function. Its derivative is either 0 or 1, it has no 

resource-intensive operations, no gradient growth or decay, or 

it facilitates fast learning, although it is not always reliable and 

is highly dependent on weight values. 

The last type of CNN layer is a fully connected layer.  

The purpose of this layer is to classify, by modeling a 

complex nonlinear function, as well as the output layer [33].  

The general topology of CNN is shown in Fig. 4. 

Thus, the use of CNNs is one of the best modern 

approaches to the task of pattern recognition and classification. 

Convolutional neural networks have the property of 

invariance, are efficiently trained, and are not very difficult to 

use, but they require a large amount of training data and 

computing resources. At the same time, there are a large 

number of open-source deep learning libraries that provide a 

wide range of tools. This makes it much easier to work with 

neural networks, especially convolutional ones. One of the 

most famous such libraries is the previously mentioned 

TensorFlow. 

4. DEEP LEARNING METHODS OF THE TENSORFLOW 

LIBRARY FOR PATTERN RECOGNITION AND 

CLASSIFICATION 

TensorFlow is open-source machine learning and deep 

learning library designed specifically for solving high 

performance pattern recognition and classification tasks. 

Calculations in TensorFlow are performed using data-flow 

graphs, in which vertices are mathematical operations and 

edges are data represented by arrays or tensors.  

In n-dimensional space, tensors are represented by an array 

of 𝑛𝑅 of numbers. That is, a tensor is simply a mathematical 

object that does not depend on changes in coordinates, but its 

components depend and change according to certain 

mathematical laws. A flat vector and a matrix are special cases 

of a tensor in a certain space and with a certain rank. A tensor 

in a computation graph can be a number, a feature vector, an 

image, a set of object descriptions, or an array of images. In 

TensorFlow, computational graphs are executed in so-called 

sessions. A session is an object that is initialized as tf.Session 

and stores the necessary resources for graph execution [38]. 

These resources can include various helper classes, address 

space, etc. The library has two types of sessions: regular and 

interactive. The difference between them is only in the 

execution tool. An interactive session is more suitable for 

execution in the console and is immediately set as the default 

session. 

An important step in TensorFlow is working with the data 

that will be used to train the neural network. The data for the 

neural model of image recognition and classification is a 

sample of images. As we have already mentioned, 

convolutional neural networks require large datasets for 

efficient training, so the larger the sample of images, the more 

efficiently the network will train, although it will take a lot of 

time and computing power to train on extremely large data.  

TensorFlow makes it very easy to import or create your 

own dataset. A sample of images will be represented by an 

array of arrays. That is, an array of images, each of which is an 

array of pixels.  

When working with images, the first challenge will be the 

problem of different sizes of different images. The neural 

network needs fixed data with the same image size as input. To 

overcome this problem, the TensorFlow library has a resizing 

method to create a special flattened layer of a one-dimensional 

array of images with the same size. 

 

 

Fig. 4. Topology of a convolutional neural network 
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To do this, use the input_shape and layers.Flatten methods. 

The full entry looks like this: 

tf.keras.layers.Flatten(input_shape(n,n,1)). 

TensorFlow makes it quite easy to work with color photos, 

although color is less important when it comes to classification. 

Therefore, at one stage of model development, you will need 

to convert the image colors to grayscale.  

As with scaling, TensorFlow can use a special sub-library 

Scikit-Image, in which the color module and the rgb2gray() 

function play an important role. This function works with the 

color map, which has already been discussed in the previous 

paragraph. 

Finally, after pre-processing the images from the training 

set, the neural network is modeled. The computation graph is 

created using the Graph() function. The created graph itself 

does not calculate anything, since the creation function does 

not accept any variables. Graph() defines the operations that 

will be performed further. You can add the necessary 

operations to the graph. You need to create a neural network 

model, define the loss function, optimizer, and metric at 

compile time. With the help of TensorFlow methods, this is 

done quite quickly.  

First, you need to set placeholders for input data and labels. 

Placeholders are uninitialized variables that will be initialized 

by the created session when it is launched using the 

session.run() method. In this case, placeholders receive the 

values of the dataset. That is, they parameterize the 

computation graph and mark the places for substituting 

external values. Using a simple example [38], a list of 

placeholders and sessions is shown in Fig. 5 and a graph of 

computations based on them in Fig. 6. 

 

 

Fig. 5. Listing of placeholder and session usage 

 

The x and y variables are simply additional parameters that 

can be replaced by edges. First, a placeholder is created, and 

the graph of the expression in the variable f is created on its 

basis. Tensors of any size can be fed as input, since the size is 

not explicitly specified, but it is important to specify the type 

of tensor. The feed_fict() function is a dictionary of session 

parameters. The session itself is started through sess.run(). 

When placeholders are created and a session is defined, you 

need to smooth the input data using the flatten() function. After 

that, a layer that generates logits is created. 

 

Fig. 6. Computation graph for operations created by a 

placeholder and a session 

 

Logits are functions that work with the output of the neural 
network layers and use a relative scale to check the linearity of 
the unit of measurement [38]. 

After modeling the layers of the convolutional neural 
network, the loss function is determined. The loss function is 
set by the developer independently, depending on the needs of 
the problem.  

It is a key component of the learning process, as it measures 
the difference between the model's output value and the target 
value, i.e. it is an important indicator of model performance. 
The smaller the function, the stronger the model [37]. During 
the training process, the loss function tells TensorFlow 
whether the forecast result is better or worse than the target 
result [38]. 

TensorFlow has several types of built-in loss functions: L1 
regular loss function, L2 regular loss function or Euler loss 
function, sigmoidal cross-entropy loss function, Softmax 
cross-entropy loss function, and many others.  

For the task of classifying images of culinary dishes, 

various studies have recognized the last function as the most 

effective – the Softmax cross-entropy loss function. A listing 

of the function code from the TensorFlow library is shown in 

Fig. 7 [38]. 

 

 

Fig. 7. Code for using the Softmax cross-entropy loss 

function 

 

This function is applied to the non-normalized output and 
calculates the losses for one target classification. 
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The output becomes a probability distribution using the 

softmax_cross_entropy_with_logits() function. This helps to 

facilitate the entry into cross-entropy for further calculations. 

The cross-entropy formula is as follows: 

𝜎(𝑍)𝑗  =  
𝑒

𝑧𝑗

∑ 𝑒𝑍𝑘𝐾
𝑘=1

, 𝑗 = 1, . . . , 𝐾. (8) 

Based on cross-entropy, the implementation of the Softmax 

cross-entropy loss function is implemented internally as 

follows: 

𝐿𝑖  =  −𝑓𝑦𝑖
 +  𝑙𝑜𝑔 ∑ 𝑒𝑓𝑗

𝑗 . (9) 

After selecting the loss function, you need to install the 

learning optimizer. As well as loss functions, TensorFlow 

implements many methods of training optimization. Among 

them: Stochastic Gradient Descent (SGD), ADAM, RMSprop, 

and many others [38].  

An optimizer is a method that helps speed up and improves 

the learning process. If the loss function is a measure of how 

well the model predicts the expected outcome, then to 

minimize the loss function, there must be a function that 

updates the parameters (or in other words, the weights of the 

network links) to increase accuracy [9].  

Such a function is an optimizer that changes the values of 

parameters (weights of connections) and learning rates. This 

increases the correctness, accuracy, and speed of the neural 

network during training. 

TensorFlow most often uses Stochastic Gradient Descent, 

which has a lot of fluctuations during training, which is well 

optimized in combination with the Momentum impulse 

optimizer. 

A list of SGD usage in combination with a pulse optimizer 

is shown in Fig. 8. 

The Momentum optimizer is implemented as follows:  

𝜐𝑑𝑊  =  0,9𝜐𝑑𝑊  +  (1 −  0,9)𝑑𝑊, (10) 

𝜐𝑑𝑏 =  0,9𝜐𝑑𝑏 + (1 −  0,9)𝑑𝑏, (11) 

𝑊 =  𝑊 −  𝛼𝜐𝑑𝑊 , 𝑏 =  𝑏 −  𝛼𝜐𝑑𝑊. (12) 

Using the reduce_mean() method, after initializing the 

selected optimizer, we set the accuracy metrics. The 

reduce_mean() method performs convolutions of the 

optimization function, calculates the average value of the 

elements over the course of tensor changes. At this stage, the 

creation of a neural network in TensorFlow is completed.  

The created neural network is launched in a session, starts 

to go through training cycles, generates results, and is 

evaluated. The evaluation is performed by selecting random 

images and comparing the predicted result with the expected 

one [38]. As you can see, the TensorFlow deep learning library 

provides convenient and efficient methods for creating neural 

networks and performing image recognition and classification. 

5. SOFTWARE SIMULATION RESULTS 

The research used the classic TensorFlow library for the 
Python programming language and the TensorFlow.js library 
for working with the JavaScript programming language. To 
quickly form a neural network, we used the interface of the 
Keras library, which is an add-on to TensorFlow. Keras works 
with network layers, functions, and optimizers. To accelerate 
the learning process, the neural network uses the weights of the 
open model Inceptionv3, which is designed to recognize 
various models. The weights are used in the convolutional 
network developed with TensorFlow and Keras and are 
customized for the selected data. 

To develop a mobile and web application, you need to 
design the server and client parts of the application. To 
accomplish this task, we used the JavaScript programming 
language and related frameworks. The server side of the 
application stores the created neural network model, which is 
converted from Keras to TensorFlow.js format using 
TensorFlow.js. This is necessary for the correct processing of 
the model and its transfer between the server and the client, 
which will be written in JavaScript. The server itself is created 
using the following technologies: Express.js, TypeScript, 
Node.js, and Webpack. TypeScript, Webpack, and the React 
framework were chosen to develop the client side. Thus, all of 
the above tools were used to create a mobile and web 
application for recognizing and classifying culinary dishes in 
images. 

To develop the application, we used the Food101 dataset 
with 101 classes of dishes as the source data. In total, the set 
contains 101000 images of culinary dishes. Each class has 
750 training samples and 250 test samples. The images contain 
noise, and their maximum size does not exceed 512 pixels. A 
fragment of images from the training set is shown in Fig. 9.  

When you start working with a training set, you need to 

upload it to the project and unzip it. In this development, 

unpacking took some time because the size of the training set 

is almost 5 gigabytes. 

 

Fig. 8. Listing of the Momentum optimizer in TensorFlow 
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Fig. 9. Fragment of images from the training set 

 

Standard methods of the Keras library were used for 
unpacking. After unpacking all the files, it is necessary to 
divide the images into training and test images using the 
prepare_data function, the code of which is shown in Fig. 10. 

 

 

Fig. 10. Function for dividing images into training and test 

images 

 

At this stage, this is all that is required for preliminary 

processing of the sample. In the future, you need to perform a 

few more operations on the images, for example, resizing the 

images to a single constant value for further work with the 

neural network.  

To set up the weights of the pre-trained Inceptionv3 model, 

the Food101 sample was used. The use of a pre-trained model 

with predefined weights allows you to speed up the training 

process many times over and save not only time but also 

computing resources.  

You only need to adjust the model weights for the sample 

and add a few new layers to continue working, no need to 

create everything from scratch. The new train_model function 

will help you start the session. Resize all images to 300×300. 

For the training and test images, we generate three classes of 

different image variations from: 

1. Zoom. 

2. By turning. 

3. By shear.  

Initialize the Inceptionv3 model. Set the activation function 

ReLu for it. The Softmax cross-tropic loss function is used as 

a loss function. The stochastic gradient descent or SGD is used 

as the neural network optimizer.  

The general process of setting up a neural network model 

is shown in Fig. 11 and Fig. 12. 

After setting up the model, we set the number of classes. In 

our research, we used 101 classes. Enter the number of epochs 

(iterations) of training, for example, 20 epochs. The code 

listing for starting the training and finalization is shown in Fig. 

13. 

The resource-intensive model training process begins. 

Each time, the model is fed with data from the training set, and 

the training accuracy is analyzed on the test data. With each 

iteration, the model's recognition and classification accuracy 

increases. The training results are shown in Fig. 14. 
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Fig. 11. Listing of code to prepare model training 

 

 

Fig. 12. Listing of the code for configuring the Inceptionv3 model 



International Journal of Academic and Applied Research (IJAAR) 
ISSN: 2643-9603 

Vol. 7 Issue 9, September - 2023, Pages: 57-70 

 

 

67 

 

Fig. 13. Listing of code for setting epochs and starting training 

 

 

Fig. 14. Model training results 

 

As we can see in Fig. 14, the model has passed incomplete 

8 epochs out of the set 20, and the model training stopped due 

to the lack of computing resources. The training process for 

incomplete 8 iterations took almost 5 hours. In addition, the 7 

complete epochs showed 77% accuracy of the model, which is 

a fairly good result, but indicates a rather large percentage of 

recognition and classification errors. This is due to the fact that 

one of the main problems in recognizing culinary dishes is 

cross-class similarity. 

The trained model stored on the server is transferred to the 

client side using TensorFlow.js. After the model has been 

successfully loaded, the client side is loaded with the culinary 

labels.  

The client side involves several stages: 

1. Downloading models and labels from the server. 

2. Obtaining an image for further analysis. 

3. Analysis and output of the result.  

You can get an input image either by downloading a 

graphic file from the system or through a media stream 

(camera). During the research, we implemented a component 

that receives a media stream and outputs it using the video tag, 

and added two methods for obtaining an image: 

1. Save a slice of the media stream as an image. 

2. Upload an image from the file system. 

The image is saved in the app. 

Analyzing the saved image provides: 
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1. Scaling the image to 300×300. 

2. Mapping data from the range of 0 to 255 to the range of -

1 to 1. 

3. Change the tensor rank to 0. 

After analyzing the saved image, the data is transferred to 

the model, and it returns an array of numbers (the percentage 

of the image belonging to the corresponding class). At this 

stage, the work with the client side is finished.  

The developed application has the form shown in Fig. 15. 

 

 

Fig. 15. Screen form of the finished application 

 

Depending on the features of the image, the app produces 

different recognition results for the same object. For example, 

depending on the color, image quality, or contrast, the app can 

identify a “steak” as a “chocolate cake” and vice versa. 

Regarding the number of dishes that can be recognized by the 

application at one time in one image, it should be noted that the 

application is designed to recognize and classify one dish. 

However, in practice, if there are several dishes in the image, 

the app will display all or almost all of the dishes in the image 

in the top 10 of the resulting list. Only one dish will be the main 

focus and the highest percentage of probability (Fig. 16). 

 

Fig. 16. The result of recognition and classification of an 

image with several dishes 

 

As you can see in Fig. 16, the processed image contains 

2 dishes – “sushi” and “pizza”. The image analysis resulted in 

a list of dishes. Both dishes are in the top 5, but the “pizza” 

dish received more focus and percentage of recognition. This 

result is explained by the fact that the model compares the 

input image with all the classes it knows and gives the 

percentage of similarity for each class (101 classes in total). If 

we sum all the similarity values, we get 100%.  

In addition, if the model does not know the culinary dish 

detected in the image, the system will distribute the percentage 

of similarity among all classes, but the values for each class 

will be very small. 

6. DISCUSSION 

The most important criterion for model and application 

quality is the accuracy of input image recognition. At the 

training stage, the model passed incomplete 8 epochs out of 20, 

and its accuracy is currently 77%. After the training stage, we 

analyzed the reduction of losses and the increase in accuracy 

during training and validation of the model. The results of the 

analysis are shown in Fig. 17 and Fig. 18. 

In Fig. 17, the blue color indicates the result of training, and 

the green color indicates the result of validation. 
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Fig. 17. Graph of loss reduction during model training and 

validation 

 

 

Fig. 18. Graph of model accuracy increase during training 

and validation 

 

In Fig. 18, the red color indicates the result during training, 

and the orange color indicates the result during validation. As 

can be seen in Fig. 17 and Fig. 18, with each epoch, the 

percentage of model losses decreased and the percentage of 

accuracy increased. In addition, the results improved 

depending on the stage: already from the first epoch, the 

difference between the training and validation results is 

noticeable. After each iteration of training, validation at the 

same step yielded a much better result. 

7. CONCLUSION 

A new approach to searching for objects in an image using 

deep learning methods based on convolutional neural networks 

is proposed, which has shown high data processing speed and 

sufficient efficiency. An experiment for the task of recognizing 

several objects in an image gave the percentage of similarity 

for each class. The effectiveness of the developed approach can 

be enhanced by improving training and choosing parameters 

such as the number of network layers, setting functions and 

weights, and optimizers. 

The novelty of the research lies in the development and 

experimental testing of deep learning methods by improving 

the tools of convolutional neural networks, which helps to 

increase the speed of recognition and classification and ensures 

sufficient efficiency.  

The practical significance of the work is to increase the 

depth of visual data analysis, as well as the speed of 

recognition and classification, to confirm the effectiveness of 

the proposed approach on specific examples, to create an 

application software tool for studying and implementing 

recognition and classification methods in the latest computer 

vision systems. 

The prospect of further research to improve the application 

is to create subclasses for existing general classes of dishes. 
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