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Abstract- Water quality assessment is critical for environmental sustainability and public health. This research employs neural 

networks to predict water quality, utilizing a dataset of 21 diverse features, including metals, chemicals, and biological indicators. 

With 8000 samples, our neural network model, consisting of four layers, achieved an impressive 94.22% accuracy with an average 

error of 0.031. Feature importance analysis revealed arsenic, perchlorate, cadmium, and others as pivotal factors in water quality 

prediction. This study offers a valuable contribution to enhancing water quality monitoring and decision-making for stakeholders 

and policymakers. 

 

1. Introduction:  

     Access to clean and safe water is a fundamental human right and an indispensable component of sustainable development. In a 

world grappling with burgeoning environmental challenges and growing concerns over water quality, the accurate and timely 

assessment of water quality parameters assumes paramount significance. The ramifications of inadequate water quality monitoring 

extend beyond public health to encompass environmental conservation, industrial processes, and regulatory compliance. In this 

context, the present research endeavors to address these critical imperatives through the application of advanced machine learning 

techniques, specifically neural networks, to predict water quality with a high degree of precision. 

 

Water quality assessment is an intricate undertaking influenced by a multitude of factors, including the presence of various chemical 

compounds, contaminants, microbial agents, and physical properties. Our study leverages a rich and diverse dataset comprising 21 

distinctive features, encompassing a wide spectrum of water quality indicators. These features encompass elements and compounds 

such as aluminum, ammonia, arsenic, barium, cadmium, chloramine, chromium, copper, fluoride, bacterial presence, viral 

contamination, lead content, nitrates, nitrites, mercury levels, perchlorate concentrations, radium measurements, selenium presence, 

silver content, uranium levels, and a binary variable signifying water safety. This dataset, comprising 8000 meticulously collected 

samples, forms the bedrock upon which our predictive model is built. 

 

Central to our research is the development and evaluation of a neural network-based architecture designed to distill the complex 

interplay of these diverse features into an accurate water quality prediction. The neural network architecture comprises four layers, 

including an input layer, two hidden layers, and an output layer, carefully configured to optimize predictive performance. Through 

exhaustive training and rigorous validation, our model achieves a commendable accuracy rate of 94.22%, with an average error of 

0.031, attesting to its predictive prowess. 

 

Beyond predictive performance, our research delves into the realm of feature importance analysis, shedding light on the variables 

that wield the greatest influence in forecasting water quality. Among the notable factors identified are arsenic, perchlorate, 

cadmium, silver, aluminum, ammonia, nitrites, radium, nitrates, bacterial presence, chloramine levels, selenium content, barium 

concentrations, viral contamination, lead levels, mercury content, copper concentrations, chromium levels, and fluoride content. 

The insights gleaned from this analysis have profound implications for policymakers, environmental scientists, and stakeholders 

engaged in the pursuit of enhancing water quality management strategies. 

 

This research represents a pivotal step forward in the domain of water quality prediction, harnessing the potential of machine 

learning to provide actionable insights into a pressing global issue. The ensuing sections of this paper expound upon our 

methodology, results, and the broader implications of our findings. Through a comprehensive exploration of predictive modeling 

and feature analysis, we endeavor to contribute not only to the scientific community but also to the pragmatic challenges of water 

quality assessment and management in an ever-evolving world. 

 

2. The Problem statement : 

 

     Access to clean and safe water is a global imperative, impacting human health, environmental sustainability, and industrial 

processes. Accurate assessment of water quality parameters is essential for informed decision-making in water resource 

management, public health, and environmental protection. Traditional assessment methods are often labor-intensive and lack real-

time capabilities, highlighting the need for robust predictive models. 
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This research addresses the need by developing and evaluating a predictive model for water quality using neural networks. The 

goal is to accurately predict water quality based on a comprehensive dataset of 21 diverse features, including chemical compounds, 

contaminants, microbial indicators, and physical properties, crucial for assessing water quality across contexts. 

 

  Key Challenges: 

 Model Accuracy: Develop a precise predictive model for water quality parameters, including safety and contaminant 

levels. 

 

 Feature Importance: Identify the most influential features among the 21 variables to understand critical factors affecting 

water quality. 

 

 Practical Utility: Translate predictive accuracy into actionable insights for stakeholders, policymakers, and environmental 

scientists. 

 

 Generalizability: Assess the model's performance across diverse sources, regions, and environmental conditions to ensure 

its applicability and reliability. 

 

This research aims to advance water quality assessment and management, providing a data-driven solution to enhance monitoring 

and safeguard this vital resource. 

 

3. Objective: 

 

 Developing a Robust Neural Network Model: Our foremost objective is to conceptualize, design, and meticulously 

implement a neural network-based predictive model tailored for estimating water quality parameters. Leveraging a 

comprehensive dataset featuring 21 diverse features, this model aims to provide accurate and dependable estimations. 

 Achieving Exceptional Accuracy: We are committed to rigorously training and validating the neural network model to 

achieve an exceptional level of precision in predicting water quality. Our primary goal is to ensure that the model 

consistently delivers reliable and precise estimates, fostering trust in its predictive capabilities. 

 

 Feature Importance Analysis: A key objective is the execution of an exhaustive feature importance analysis. This 

endeavor will unravel the critical variables among the 21 considered factors that exert the most substantial influence on 

water quality prediction. Such insights will be invaluable for understanding the driving forces behind water quality 

variations.. 

 

 Advancing the Field: An overarching objective is to make a significant contribution to the field of water quality prediction. 

By showcasing the effective application of neural networks in this critical domain, we aim to push the boundaries of 

understanding and provide novel insights into the multifaceted factors influencing water quality variations. 

 

 Contribute to the Field: Contribute to the field of water quality prediction by advancing the understanding of how neural 

networks can be effectively applied to this critical domain and by providing valuable insights into the factors that drive 

water quality variations. 

 

Through the fulfillment of these objectives, our research endeavors to significantly elevate our capacity to predict water quality 

with precision. Ultimately, this work aspires to make profound contributions to the realm of water quality assessment, forging a 

path toward a more sustainable and informed approach to safeguarding this vital resource. 

 

4. Methodology:  

 

     After getting the Water quality dataset from “Kaggle”, we identified the input variables, output variables, upload the 

dataset, divided it to training and validating  

sets, determined the proper hidden layers. Then we trained and validated the sets to get the best accuracy  

 

4.1 The Input Variables  
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The input variables selected are those which can easily be obtained from Water quality Database. The input variables are:  

aluminium,ammonia,arsenic,barium,cadmium,chloramine,chromium,copper,flouride,bacteria,viruses,lead,nitrates,nitrites,

mercury,perchlorate,radium,selenium,silver,uranium.and is Safe These factors were transformed into a  

format suitable for neural network analysis. The domain of the input variables used in this study shown in Table1. 

  

Table 1 : Input and out attributes 

NO. 
 Attribute 

Name 
Attribute Meaning 

Attribute 

Type 

1 Aluminum The concentration of aluminum in the water input 

2 Ammonia The concentration of ammonia in the water  input 

3 Arsenic The concentration of arsenic,  in the water input 

4 Barium The concentration of barium, in the water  input 

5 Cadmium The concentration of cadmium, in the water input 

6 Chloramine The concentration of chloramine, in the water  input 

7 Chromium The concentration of chromium, in the water  input 

8 Copper The concentration of copper, in the water  input 

9 Fluoride The concentration of fluoride, in the water input 

10 Bacteria Presence or absence of bacterial contamination in the water input 

11 Viruses Presence or absence of viral contamination in the water  input 

12 Lead The concentration of lead, in the water input 

13 Nitrates The concentration of nitrates, in the water input 

14 Nitrites The concentration of nitrites, , in the water input 

15 Mercury The concentration of mercury, in the water input 

16 Perchlorate The concentration of perchlorate, in the water input 

17 Radium The concentration of radium, in the water input 

18 Selenium The concentration of selenium, in the water input 

19 Silver The concentration of silver, in the water input 

20 Uranium The concentration of uranium, in the water  input 

21 Is_Safe An indicator variable denoting water safety (binary: 0 for unsafe, 1 for safe). output 

 

4.2   Output variable 

The output variable is the binary whether the water quality is safe or unsafe. 

 

 . 

4.3  Neural Network  

The neural network topology was built based on the Multilayer Perceptron with one input layer, two hidden layer  and one 

output layer as shown in Figure 2. 

 

4.4  Evaluation of the study  

     First of all, for the evaluation of our study, we used a 8000 sample of water quality safe or not safe. We used Backpropagation 

algorithm, which provides the ability to perform neural network learning and testing to developed a model able to differentiate 

between water Quality safe or not safe. Our model uses a neural network with one input layer, two hidden layers and one output 

layer. As input data for predicting the Validity of water we used attribute as shown in Figure 1. 

 

Our task was to predict the result based on the 20 input variables. We conducted a series of tests in order to establish the number 

of hidden layers and the number of neurons in each hidden layer. Our tests give us that the best results are obtained with two 

hidden layer. We used a sample of (8000 records): 7199 training samples and 800 validating samples. The network structure was 

found on a trial and error basis (as seen in Figure 2). We started with a small network and gradually increased its size. Finally, 

we found that the best results are obtained for a network with the following structure: 20I-2H-1O, i.e. 20 input neurons, 2 hidden 

layers and an output layer with 1 neuron. For this study we used Just Neural Network (JNN). We trained the network for 7014 

epochs (as shown in Figure 3) on a regular computer with 8 GB of RAM memory under the Windows 10 operating system. We 

got an accuracy of 94.22%. Figure 4 shows Parameters of the proposed ANN model. Figure 5 shows the factors, their importance 

and relative importance that affect the water Quality artificial Neural Model using Just NN environment. Figure 6 outlines the 

detail of the proposed ANN model. 
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Figure 1: Imported dataset in JNN environment 

 

 
 

Figure 2: Structure of the proposed ANN model 
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Figure 3: Training and validating the ANN model 

 

 
Figure 4: Parameters of the proposed ANN model 
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Figure 5: Most influential features in the dataset 

 

 
Figure 6: Details of the proposed ANN model 

5. Conclusion: 

 

In This paper, we used the prediction power of a neural network to classify whether water quality is safe or not safe . Our 

network achieved an accuracy of 94.22%. We used the JustNN environment for building the network that was a feed forward 

Multi-Layer Perceptron with one input layer, two hidden layer and one output layer. The average predictability rate was 94.22% 

for prediction of whether water quality is safe or not safe. 
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