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Abstract: Few papers introduced about finding the lower bound to the 𝐿1 -norm. If this lower bound in terms of 𝑙𝑜𝑔 𝑁  for number 

N is called Little wood’s conjecture. The must result in this subject up to now is a terms of bound  of order √𝑙𝑜𝑔 𝑁. Here we 

generalize the Little wood’s conjecture to functions in 𝐿𝑝spaces for 0 < 𝑃 < ∞ and get lower bound in terms of (𝑙𝑜𝑔 𝑁)2𝑝. 
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1. Introduction  

The problem of estimating the bounds for 𝐿1- norm of the trigonometric polynomials has the form 

"𝑭(𝒙) = 𝒂𝟏𝒆𝒊𝒌𝟏𝒙 + 𝒂𝟐𝒆𝒊𝒌𝟐𝒙 + ⋯ + 𝒂𝒏𝒆𝒊𝒌𝒏𝒙" 

where  0 < 𝑘1 < 𝑘2 < ⋯ < 𝑘𝑛 are integers with |𝑎𝑗| ≥ 1, and "𝑗 = 1, 2, … 𝑁,It has rich history see for   example 

[1]. The existance of this bound in terms of log N with coefficients equal to 1 is called  Little wood’s 
conjecture”.  

In [1] and [2] the authors have the best results that are intermes of (𝑙𝑜𝑔𝑁)2.  

 In our work we improve the results in [1] and [2] and prove the following  theorem. 

 

Theorem 1-1 

"We can find C(𝑃) such that  

                                       ‖𝐹‖ > C(𝑃) log 𝑁 (log log 𝑁)2.⁄   

In our work we use some  notations such as c(p) is refere to absolute positive constant depending on p and 
variy from one step to another. 

 We use the 𝐿𝑝 [0,2𝜋] spaces  for 0 < 𝑝 < ∞,  and defined as  

                                         𝐿𝑝[0,2𝜋] = { 𝑓: [0,2𝜋] → 𝑅: 𝐶 (∫ |𝑓|𝑝2𝜋

0
)

1

𝑝
 < ∞}. 

=  ‖𝑓‖𝑝 

|𝐸| denoted for the  measure of the set E. If Γ is a finite sequence, |Γ|  will denote the number of the terms 
Γ ". 

 

Definitions 1.1.  

𝐿𝑃 space is space of all functions 𝑔 satisfies ‖𝑔‖ 𝑝 <  ∞, define by                          ‖𝑔‖𝑝 = ‖𝑔 ‖𝐿𝑝(𝐼) =

(∫ |𝑔(𝑥)|𝑝 𝑑𝑥 ) 
1

𝑝 
 

𝐼
where   0 < 𝑃 < ∞ 

 

Definitions 1.2.  
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 The function 𝜔(𝛿) is called the modulus of continuity of f  where  

                  𝜔(𝛿) = 𝜔(𝛿, 𝑓)𝑝 = sup
0<|ℎ|<𝛿1

‖𝑓(𝑥 + ℎ) − 𝑓(𝑥)‖𝑝.  

and 𝑓(𝑥) be defined in a closed interval. 

Definitions 1.3  [3] . 

𝑆[ 𝑓] at x= x0 is the same as the Fourier series at t = 0 of the even function.  

 
1

2
[𝑓(𝑥0 + 𝑡) + 𝑓(𝑥0 − 𝑡)], and 𝑆[𝑓 ]́  at 𝑥 = 𝑥0 is the series conjugate to the Fourier series at t = 0 of the odd 

function 
1

2
 [ 𝑓(𝑥0 + 𝑡) − 𝑓(𝑥0 − 𝑡)]. 

Definitions 1.4. [6] 

 If 𝐸 is a  sub set of [0,2𝜋] we mean by |𝐸| the measure of the set E, 𝐸̀  is the complement of 𝐸 in [0 ,2𝜋].  

Definitions 1.5  (Big –oh:  O(.)) [4] 

Suppose that  𝑓(𝑛) and 𝑔(𝑛) be functions such that  

                   ∃ 𝑘 > 0, ∃ 𝑛0 , ∀ 𝑛 > 𝑛0, |𝑓(𝑛)| ≤ | 𝑘 ∙ 𝑔(𝑛)|  

then 𝑓(𝑛) ∈ 𝑂(𝑔(𝑛)) or with some abuse of notation 𝑓(𝑛) = 𝑂𝑔(𝑛). 

Definitions 1.6  (Small –oh:  o(.)) [4]. 

Suppose that  𝑓(𝑛) 𝑎𝑛𝑑 𝑔(𝑛) be functions such that  

                   ∀ 𝑘 > 0, ∃ 𝑛0 , ∀ 𝑛 > 𝑛0, |𝑓(𝑛)| ≤ 𝑘 ∙ | 𝑔(𝑛)| 

then 𝑓(𝑛) ∈ 𝑜(𝑔(𝑛)) or with some abuse of notation 𝑓(𝑛) = 𝑜𝑔(𝑛). 

Definitions 1.7  (Characteristic function ) [5]. 

  For non-empty set y , and A sub set of y. a characteristic function  of A is a mapping  𝜒𝐴 : 𝑦 → {0 ,1} which 
is defined as: 

𝜒𝐴 (𝑦) = {
1                  𝑖𝑓 𝑦 ∈ 𝐴 

    
0                 𝑖𝑓 𝑦 ∈ 𝐴𝑐

 

Definitions 1.8  ( Young function ) [7] 

 Let 𝜙(𝑢), 𝑢 ≥ 0, and 𝜓(𝑣), 𝑣 ≥ 0, be two functions, continuous, vanishing at the origin, strictly increasing, 
and inverse to each other. Then for 𝑎, 𝑏 ≥ 0  

we have the following inequality. 

𝑎𝑏 ≤  𝜙(𝑎) +  𝜓(𝑏), where 𝜙(𝑥) = ∫ 𝜙𝑑𝑢, 𝜓(𝑦) =
𝑥

0
∫ 𝜓𝑑𝑣.

𝑦

0
 

Definitions 1.9  (Dyadic system) [8]  

The standard dyadic system denoted by 𝒯0 and  defined as the form . 𝒯0 = ⋃ 𝒯𝑗
0

𝑗∈𝑍 , 𝒯𝑗
0 =

{2𝑗([0, 1) + 𝑘): 𝑘 ∈ 𝑍}.  A general dyadic system may be defined as a collection 𝒯 = ⋃ 𝒯𝑗,𝑗∈𝑍  where 𝒯𝑗 = 𝒯𝑗 +

𝑥𝑗 for some 𝑥𝑗 ∈ 𝑅 and the partition 𝒯𝑗 refines 𝒯𝑗+1 for each 𝑗 ∈ 𝑍. 

2.Auxiliary Lemmas 

In this section we give some auxiliary lemma that we need in our research . 
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Lemma 2.1  [3] 

If  ∑ 𝐴𝑛(𝑥) is 𝑆′[𝑓] then 

𝑓(𝑥 + ℎ) − 𝑓(𝑥 − ℎ) ∼ ∑ 𝐵𝑛 𝑠𝑖𝑛 𝑛ℎ . 

Where         𝐴𝑛(𝑥) = 𝑎𝑛 cos 𝑛𝑥 + 𝑏𝑛 sin 𝑛𝑥   

and  

                       𝐵𝑛 (𝑥) =  𝑎𝑛 sin 𝑛𝑥 − 𝑏𝑛 cos 𝑛𝑥           𝑛 > 0. 

Lemma 2.2 [3] ( Jensen’s inequality). 

     The Jensen’s inequality given of the form 

1

𝑏−𝑎
(∅ ∫ 𝑓(𝑥)𝑑𝑥)

𝑏

𝑎
≤

1

𝑏−𝑎
(∫ 𝜑(𝑓(𝑥)𝑑𝑥

𝑏

𝑎
). 

 with 𝑎, 𝑏 are real’s and be a function  𝑓: [𝑎 , 𝑏] → 𝑅 defined on   closed interval.    

Lemma 2.3 (Young’s inequality) [7] 

       If 𝑐 ≥ 0 𝑎𝑛𝑑 𝑑 ≥ 0  are non-negative real numbers and if 𝑝 > 1 and 𝑞 > 1 are real numbers such that    
1

𝑝
+

1

𝑞
= 1 

Then  

                                        𝑐𝑑 ≤  
𝑐𝑝

𝑝
+ 

𝑑𝑞

𝑞
. 

" The Equality above is true  ⟺ 𝑐𝑝  = 𝑑𝑞”. 

Lemma 2.4 [3]. 

        Let 𝑛𝑘+1 𝑛𝑘 ⁄ ≥ 𝑞 > 1 for all k and𝛾2 = ∑(𝑎𝑘
𝑝

+ 𝑏𝑘
𝑝

). is finite, So that  

∑(𝑎𝑘 cos 𝑛𝑘 𝑥 + 𝑏𝑘 sin 𝑛𝑘 𝑥)(𝑛𝑘+1 𝑛𝑘⁄ ≥ 𝑞 > 1 is an 𝑆 [𝑓]  

Then 

𝐴𝑟,𝑞{∑(𝑎𝑘
𝑝

+ 𝑏𝑘
𝑝

)}
1

𝑝 ≤ {𝑐(𝑝) ∫ |𝑓|𝑝𝑑𝑥
2𝜋

0
}

1

𝑝
≤  𝐵𝑟,𝑞{∑(𝑎𝑘

𝑝
+ 𝑏𝑘

𝑝
)}

1

𝑝   

for every p > 0,  where 𝐴𝑟,𝑞 𝑎𝑛𝑑 𝐵𝑟,𝑞 depend on r and q only. 

If 𝛾 ≤ 1, Then also  

     ∫ exp 𝜇 𝑓𝑝𝑑𝑥 ≤ 𝑐,
2𝜋

0
 provided 𝜇 ≤ 𝜇0(𝑞), with c an absolute constant. 

  Lemma 2.5 [3]. 

         (i) (∫|𝑓 + 𝑔|𝑝)
1

𝑝 ≤  2
1

𝑝 
−1

(∫|𝑓|𝑝)
1

𝑝 + (∫|𝑔|𝑝)
1

𝑝    where 0 < 𝑝 < 1. 

         (ii) (∫|𝑓 + 𝑔|𝑝) ≤  ∫|𝑓|𝑝 + ∫|𝑔|𝑝.                      where 0 < 𝑝 < 1. 

        (iii) (∫|𝑓 + 𝑔|𝑝)
1

𝑝 > (∫|𝑓|𝑝)
1

𝑝 + (∫|𝑔|𝑝)
1

𝑝            where 0 < 𝑝 < 1. 

  Lemma 2.6 [6] 

        ∑ (
1

2𝑠)2𝑛
𝑠=𝑛 (𝑠

𝑛
) = 1. 

3.Main Results 
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         In  this section  we give our main results. 

 

Theorem 3.1. 

 If 𝑓 ∈ 𝐿𝑝, 0 < 𝑝 < ∞ then S[𝑓] converges absolutely for  𝑝 =
1

2
 this is not necessary true.      

Proof 

 By using the Lemma 2.1 implies that  

                        |∑ 𝐵𝑛 𝑠𝑖𝑛 𝑛ℎ  − 𝑓(𝑥)| ≤ 𝐶|𝑓(𝑥 + ℎ) − 𝑓(𝑥 − ℎ)| 

For 𝑓 ∈ 𝐿𝑝   

                           ‖∑ 𝐵𝑛 𝑠𝑖𝑛 𝑛ℎ  − 𝑓(𝑥)‖𝑝 ≤ 𝜔(𝑓, ℎ)𝑝 .        ∎ 

 

Theorem 3.2. 

If E is a measurable set in [0,2𝜋]  satisfy 0 < |𝐸| < 1 and assume that 

                      𝐺(𝑥) = 1 + 𝑎1𝑒𝑖𝑥 + ⋯ + 𝑎𝑘𝑒𝑖𝑘𝑥    

Then 

                    [|𝐸|−1(∫ |𝐺|𝑝 

𝐸
)]

|𝐸|
 . [|𝐸′|−1(∫ |𝐺|𝑝 

𝐸′ )]
|𝐸′|

≥ 1              ( 2.1) 

We mean by 𝐸′ the complement of 𝐸 in the interval [0,2𝜋] and  0 < 𝑝 < ∞.  

proof. 

Let 𝜒𝐸 , 𝜒𝐸′  are characteristic function of E and 𝐸′  respectively. By Lemma 2.2 we have 

0 ≤ (∫ 𝑙𝑜𝑔|𝐺|𝑃2𝜋

0
) = |𝐸| (∫ (𝜒𝐸 |𝐸|⁄ )

2𝜋

0
log|𝐺|𝑝) + |𝐸′| (∫ (𝜒𝐸′ |𝐸′|⁄ )

2𝜋

0
log|𝐺|𝑝)  

adding |𝐸| to above inequality we have  

1≤ [|𝐸| (∫ (𝜒𝐸 |𝐸|⁄ )
2𝜋

0
log|𝐺|𝑝) + |𝐸′| (∫ (𝜒𝐸′ |𝐸′|⁄ )

2𝜋

0
log|𝐺|𝑝)] + |𝐸| 

Then taking 𝑒0 to both sides of the inequality above we have  prove inequality (2.1)                     ∎ 

Theorem 3.3.  

Let 𝐺(𝑥) = 𝑎0 + 𝑎1𝑒𝑖𝑥 + ⋯ + 𝑎𝑘𝑒𝑖𝑘𝑥 = 𝑔(𝑥) + 𝑖𝑔̃(𝑥) and write                         𝑒𝑥𝑝(𝑖𝑚𝑥)𝐺(𝑥) = 𝑔𝑚(𝑥) + 𝑖𝑔̃𝑚(𝑥).  

Then 

𝑙𝑖𝑚‖𝑔𝑚‖𝑝 = (2|𝜋)‖𝐺‖𝑝, as 𝑚 → ∞                 (3.1) 

Proof. 

Suppose that 𝐼𝑗 = (𝑎𝑗,𝑏𝑗) = (2𝜋𝑗 𝑚⁄ , 2𝜋(𝑗 + 1) 𝑚)⁄ , 𝑗 = 0,1, … , 𝑚 − 1.  We take m so big that the (𝑔 − 𝑔̃) in  𝐼𝑗 <

𝜀  𝑓𝑜𝑟 𝑎𝑙𝑙 𝜀 > 0.            

 This imply 

        𝑔𝑚(𝑥) = 𝑔(𝑥) cos 𝑚𝑥 − 𝑔 ̃(𝑥) sin 𝑚𝑥. 
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differs from 𝑔(𝑎𝑗) cos 𝑚𝑥 − 𝑔 ̃(𝑎𝑗) sin 𝑚𝑥  such that 

        𝑔𝑚(𝑥) − 𝑔(𝑎𝑗) = [𝑔(𝑥)𝑐𝑜𝑠𝑚𝑥 − 𝑔 ̃(𝑥)𝑠𝑖𝑛𝑚𝑥)] − [𝑔(𝑎𝑗)𝑐𝑜𝑠𝑚𝑥 − 𝑔 ̃(𝑎𝑗)𝑠𝑖𝑛𝑚𝑥)]  < 2𝜀 

By above equals |𝐺( 𝑎𝑗)| cos(𝑚𝑥 + 𝑡𝑗) where 𝑡𝑗 satisfy 

tan 𝑡𝑗 = 𝑔̃ ( 𝑎𝑗) 𝑔( 𝑎𝑗)⁄  

It follows 

          ‖𝑔𝑚‖𝑝 =  (∫ |𝑔𝑚|𝑝
 

𝐼𝑗

)

1
𝑝

 = |𝐺(𝑎𝑗)| (∫ |cos(𝑚𝑥 + 𝑡𝑗)|
𝑝

𝑑𝑥
 

𝐼𝑗

)

1
𝑝

+ |𝐼𝑗|𝑂𝜀 

                = (2|𝜋)|𝐺( 𝑎𝑗)| |𝐼𝑗| + |𝐼𝑗| 𝑂𝜀 > 1 

make a summation   for j =0, 1, …,m-1 and suppose 𝑚 → ∞ and 𝜀 → 0 we obtain (3.1)               ∎ 

 

Theorem 3.4.   

 Let 𝑛𝑗+1 𝑛𝑗 > 𝜆 > 1,⁄  for all j. If 𝑎𝑛 , 𝑏𝑛 are the coefficients of an 𝑓 ∈ 𝐿𝑝 , 0 < 𝑝 < 1, the series 

∑ (𝑎𝑛𝑗

𝑝
+ 𝑏𝑛𝑗

𝑝
) converges. The result holds if merely |𝑓|(𝑙𝑜𝑔+|𝑓|)

1

𝑝 is integrable. 

Proof 

 Let 𝑁 > 0, for a suitable sequence 𝛼1,𝛽1 … 𝛼𝑛 , 𝛽𝑛 with ∑ 𝛼𝑗
𝑝

+ 𝛽𝑗
𝑝

= 1  

we have  

{∑ (𝑎𝑛𝑗

𝑝𝑁
𝑗=1 + 𝑏𝑛𝑗

𝑝
)} 

1

𝑝 ≤ 𝑐(𝑝)‖𝑓 (𝑔)‖𝑝                                             (4.1) 

Where  

                  𝑔 = ∑(𝛼𝑗 𝑐𝑜𝑠𝑛𝑗𝑡 + 𝛽𝑗 sin 𝑛𝑗𝑡) 

Using the same lines of the proof Theorem (8.20) in [3], we get Lemma  

                 𝑐(𝑝) ∑(𝑎𝑘
𝑝

+ 𝑏𝑘
𝑝

)
1

𝑝 ≤ (
1

2𝜋
 ∫ |𝑓|𝑝)

2𝜋

0

1

𝑝 ≤ 𝑐(𝑝)𝐵𝑟,𝑞(∑ 𝑎𝑘
𝑝

+ 𝑏𝑘
𝑝

)
1

𝑝  

 for 0 < 𝑝 < 1 

There are positive constant 𝛾, 𝛿 depending on 𝜆  only such that 

                          ∫ 𝑒𝛾𝑞22𝜋

0
dx ≤  𝛿                                        

We have        ‖𝑒𝛾‖𝑝 ≤ 𝛿. 

Let Φ(𝑢) = 𝑒𝛾𝑢2
− 𝛾𝑢2 − 1. The functions Φ 𝑎𝑛𝑑Φ́ vanish for 𝑢 = 0, and Φ́ is strictly increasing for 𝑢 ≥ 0. Its 

complementary function Ψ (𝑣), as is easily seen, is 𝑂 (𝑣 𝑙𝑜𝑔
1

2 𝑣)  𝑓𝑜𝑟 𝑣 → ∞. In other words  

Ψ(𝑣) ≤ 𝐴𝜆𝑣(𝑙𝑜𝑔+𝑣)
1

𝑝 + 𝐵𝜆 for 𝑣 ≥ 0. 

By Young’s  inequality now show that the last term in (4.1) is not greater than 
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𝑐(𝑝){‖Φ (|𝑔|) + Ψ(|𝑓|)‖𝑝} ≤  ‖𝑒𝛾𝑞𝑝
‖

𝑝
+  𝐴𝜆 ‖|𝑓|(𝑙𝑜𝑔+|𝑓|)‖𝑝 + 2𝐵𝜆 , 

which gives     {∑ 𝑎𝑛𝑗

𝑝
+ 𝑏𝑛𝑗

𝑝𝑁
𝑗=1 }

1

𝑝
 ≤ 𝐴𝜆‖|𝑓|(𝑙𝑜𝑔+|𝑓|‖𝑝 + 𝐴́𝜆. 

With  𝐴𝜆
́  = 2 𝐵𝜆 + 𝛿 . The inequality holds if 𝑁 → ∞.     ∎ 

 

Corollary 3.1.1.     

Let 𝑔 ∈ 𝐿𝑝 and let 𝑚1,𝑚2…  be a positive integer sequence satisfies any termes can be written uncial as  𝑏1𝑚1 +

⋯ 𝑏𝑛𝑚𝑛,  for an integer n, where 𝑏𝑗  ∈ {−1,0,1}, 𝑗 = 1,2, … ., Then if g has the form  

𝑔(𝑥) =  𝑎0 + 𝑎1𝑒𝑖𝑥 + ⋯ + 𝑎𝑛𝑒𝑖𝑛𝑥 + ⋯  we have 

{∑|𝑎𝑚𝑗|
𝑝

∞

𝑗=1

}

1
𝑝

≤ 𝑐 ‖|𝑔|(𝑙𝑜𝑔+|𝑔|)‖𝑝 + 𝑐 

            ‖𝑎𝑚𝑗‖
𝑝

≤ 𝑐 ‖|𝑔|(𝑙𝑜𝑔+|𝑔|)‖𝑝 + 𝑐 

where 𝑙𝑜𝑔+ 𝑎 = log 𝑎 𝑖𝑓 𝑎 ≥ 1 and 𝑙𝑜𝑔+ 𝑎 = 0 𝑖𝑓  0 < 𝑎 ≤ 1 .        ∎ 

Theorem 3.5.   

Let 𝐸  [0,2𝜋] is a set and positive constants 𝑏𝑛 , 𝑏𝑛+1, … 𝑏2𝑛 such that 

 |𝐸| = 1 −  
1

2𝑛 , 𝑏𝑛 + 𝑏𝑛+1 + ⋯ + 𝑏2𝑛 = 1, and  

 ‖𝑓𝑞‖
𝑝 

≥  ∑ 𝑏𝑠‖𝑓𝑠‖𝑝
2𝑛
𝑠=𝑛 + ( 

1

2𝑛−1)‖𝑓𝑛−1‖𝑝 where 0 < 𝑝 < ∞     (5.1) 

Proof 

 Let 𝑔𝑟(𝑥) = 𝑠𝑔𝑛𝑓𝑟(𝑥). We see 𝑔𝑟 and the spectrum 𝑔𝑟𝑔𝑠 … 𝑔𝑡  , 𝑟 < 𝑠 < ⋯ < 𝑡, contains only odd multiples of 2𝑘𝑟           
(5.2) 

The spectrum of the  function 𝑓 consisting of odd multiples of 2𝑘 if and only if  f is (2𝜋 2𝑘)⁄  - periodic and 

𝑓 (
𝜋

2𝑘 + 𝑥) =  −𝑓(𝑥).  

Let 𝜀 = {𝜀0, … , 𝜀2𝑛} is sequence of +1𝑠 and − 1𝑠, and let ∅ be a family of sequences  which contain more +1 than -
1.  

The function 𝜒 (𝑥) can be defined as 

𝜒(𝑥) = ∑ ∏(
1 + 𝜀𝑘𝑔𝑘

2

2𝑛

𝑘=0𝜀∈Φ

). 

Since         ‖𝑓‖ = 0,  we have 

‖𝑓𝑞‖
𝑝

= 2‖𝑓𝜒‖𝑝 = 2‖(𝑓0 + ⋯ + 𝑓2𝑛)𝜒‖𝑝             (5.3) 

Then 

                  ‖𝑓𝑞‖
𝑝

>  ∑ ‖𝑓𝑠𝜒‖2𝑛
𝑠=0 𝑝

       where 0 < 𝑝 < 1  

We shall show that all norms 
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                    𝐴𝑠 = ‖𝑓𝑠𝜒‖𝑝 are positive and that  

2( 𝐴𝑛 + 𝐴𝑛+1 + ⋯ + 𝐴2𝑛) and 2𝐴𝑛−1 > the 1st  and 2nd terms of the right hand side of (5.1), So we examine 𝐴𝑠 for 
affixed s.  

𝐴𝑠 is the sume of the norms ‖𝑓𝑠 ∏ (
1+𝜀𝑘𝑔𝑘

2
)2𝑛

𝑘=0 ‖
𝑝

      for all 𝜀 in Φ. 

 Now, we abserve that  

‖𝑓𝑠 ∏ (
1+𝜀𝑘𝑔𝑘

2
)2𝑛

𝑘=0 ‖
𝑝

= ‖∏ (
1+𝜀𝑘𝑔𝑘

2
)𝑛

𝑘<𝑠 𝑓𝑠 (
1+𝜀𝑘𝑔𝑘

2
) . ∏ (

1+𝜀𝑘𝑔𝑘

2
)𝑛

𝑘>𝑠 ‖
𝑝
    (5.4) 

By (5.2) the first factor in the last norm will be only a factor 1 2𝑠⁄ .  

Hence 

‖𝑓𝑠 ∏ (
1+𝜀𝑘𝑔𝑘

2
)2𝑛

𝑘=0 ‖
𝑝
= (

1

2𝑠) ‖𝑓𝑠 (
1+𝜀𝑠𝑔𝑠

2
) ∏ (

1+𝜀𝑘𝑔𝑘

2
)𝑘>𝑠 ‖

𝑝
 

                     = (
1

2𝑠+1) ‖𝜀𝑠𝑓𝑠  ∏ (
1+𝜀𝑘𝑔𝑘

2𝑘>𝑠 )‖
𝑝
         (5.5) 

In the last equality. 

Now ,let as contribution  of the sequence 𝜀 to 𝐴𝑠 which have a definite pattern for 𝑘 > 𝑠 and this pattern contains 
𝑚 , 0 ≤ 𝑚 ≤ min  (𝑛, 2𝑛 − 𝑠)  −1elements  .Let as divide Φ  into 𝑛 + 1  classes Φ0, Φ1, . . . Φ𝑛 as the number -1 
elements. The 𝜀 with the given pattern for 𝑘 > 𝑠 distributed among the Φ𝑗 as follows: 

(i) There are no termes if 𝑗 < 𝑚.  
(ii) There is one term in Φ𝑚 such that 𝜀𝑠 = 1. 

(iii) There are  ( 𝑠
𝑗−𝑚−1

) with 𝜀𝑠 = −1 and ( 𝑠
𝑗−𝑚

) with 𝜀 = 1 in 

Φ 𝑗
, 𝑗 > 𝑚, then the contribution  of 𝜀𝑠 to 𝐴𝑠 with the given pattern for  𝑘 > 𝑠 is  

{(1
2𝑠+1⁄ ) ‖𝑓𝑠 ∏ (

1+𝜀𝑘𝑔𝑘

2
)𝑘>𝑠

 

 ‖

𝑝

} {1 + {(𝑠
1
) − (𝑠

0
)} + ⋯ + {( 𝑠

𝑛−𝑚
) − ( 𝑠

𝑛−𝑚−1
)}}                      =

(1
2𝑠+1⁄ ) ( 𝑠

𝑛−𝑚
) ‖𝑓𝑠  ∏ (

1+𝜀𝑘𝑔𝑘

2
)𝑘>𝑠 ‖

𝑝
          (5.6)   

Where (𝑠
𝑎

) = 0 𝑖𝑓 𝑎 > 𝑠. 𝐴𝑆 will be obtained if we make  a summation  for the termes under 𝜀 with apttern having 

𝑚 element, equal to -1 for 𝑘 > 𝑠 and we make a summation  under  m with 𝐦𝐚𝐱(𝟎, 𝒏 − 𝒔) ≤ 𝒎 ≤ 𝐦𝐢𝐧(𝒏, 𝟐𝒏 − 𝒔) . 
Thus it is evident that all 𝐴𝑠 > 0.  

We examine now the cases  𝑠 = 𝑛 − 1 𝑎𝑛𝑑 𝑠 ≥ 𝑛  

𝑠 = 𝑛 − 1. since ( 𝑠
𝑛−𝑚

) = 1, 𝐴𝑛−1  will exceed 

      (1
2𝑛⁄ ) ‖𝑓𝑛−1 ∑ ∏ (

1 + 𝜀𝑘𝑔𝑘

2
)

𝑘>𝑛−1

‖

𝑝

 

where the summation exceed over all choices of +1 and -1 for the 𝜀𝑛, 𝜀𝑛+1, … , 𝜀2𝑛 except the choices 𝜀𝑛 = 𝜀𝑛+1 =
⋯ = 𝜀2𝑛 = −1 and  

𝜀𝑛 = 𝜀𝑛+1 = ⋯ = 𝜀2𝑛 = 1. The summation above equal to 1 for all x except these x where  𝑓𝑛, 𝑓𝑛+1, … , 𝑓2𝑛  𝑎𝑟𝑒 𝑎𝑙𝑙 ≥
0 are all ≤ 0.  

The last set has measure 
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                      ∫ ∏ (
1−𝑔𝑘

2
)𝑘>𝑛−1 + ∫ ∏ (

1+𝑔𝑘

2
)𝑘>𝑛−1 =  1

2𝑛⁄   

 and so it’s the complement of 𝐸 has also measure equal (1- ( 1 2𝑛⁄ )) 

This shows that 2𝐴𝑛−1 greater than the last term in the right hand side of (5.1). 𝑠 ≥ 𝑛, Then all choices of 𝜀𝑘, 𝑘 ≥

𝑛, are permissible and all the factors ( 𝑠
𝑛−𝑚

) are not < (𝑠
𝑛

). As the intervals previous case we abtain 

                     𝐴𝑠 ≥ 2 (1
2𝑠+1⁄ ) (𝑠

𝑛
)‖𝑓𝑠‖𝑝 =  (1

2𝑠⁄ )(𝑠
𝑛

)‖𝑓𝑠‖𝑝. 

 Writing  𝐵𝑠 =  (1
2𝑠⁄ )(𝑠

𝑛
), 𝑠 = 𝑛, 𝑛 + 1, … ,2𝑛 by using Lemma (2.6) we see that the condition      𝑏𝑛 + 𝑏𝑛+1 + ⋯ +

𝑏2𝑛 = 1  is satisfied. The Theorem proof completed.∎ 

4. Theorem 1.1. 

 There exists a positive constant satisfies 

                ‖𝐹‖𝑃 ≥ 𝑐(𝑝)(log 𝑁)(log log 𝑁)2  

In  this section  we give the prove Theorem 1.1 

         Γ = { 𝑛1, 𝑛2, … 𝑛𝑁},   𝐹(𝑥) = 𝑓(𝑥) + 𝑖𝑓(𝑥) =  ∑ 𝑒(𝑖𝑛𝑗𝑥)𝑁
𝑗=1
́

   

Proof. 

We will prove  this Theorem using induction on N, Let 

               ‖𝐻‖𝑃 ≥  𝐶0 (log 𝑀) (log log 𝑀)2⁄  

For any H exponential sum satisfy M < N is nonzero conditions, c(p) is a constant depends on p. We also mention 
that it ere  to avoid trivial proof, assume that 𝑁 → ∞. 
We will first replace the Γ by one of their translations. This clearly does not affect F and allows for profitability use 
Theorem 3.5. We are writing numbers 𝑛1, 𝑛2, … , 𝑛𝑁dyadic  system and substract their joint tail (if found). This 
amounts to a translation make each 𝑛𝑗positive. Suppose 2𝑘0  is the highest power of the value of 2 which divides 

all elements of the translated sequence. There are definitely odd and even multiples of 2𝑘0 . If the odd  number  

exceeds the number of even ones , then we add 2𝑘0for all Γ elements. We can write Γ0 for the odd multiplier of 2𝑘0. 

Now  consider the set of even multiples of 2𝑘0  and again subtract their joint tail from all elements of Γ . Suppose  

2𝑘1(𝑘1 > 𝑘0) is the highest power of 2 which divides all even multiples of 2𝑘0  If  there exists  more odd than even 

multiples of 2𝑘1   (among  even multiples of 2𝑘0  then we add2𝑘1   to all Γ elements. Obviously, the operations in 

the second step do not affect |Γ0|and 2𝑘0 We write Γ1 for the odd multiples of 2𝑘1   and continue in the same manner 
until the sequence Γ is exhausted. Thus we obtain the sequence  Γ1, Γ2, … , Γ𝑟 of discrete subsets of Γ such that Γ𝑗 

contains only odd multiples of 2𝑘𝑗 , 𝑗 = 0,1, … , 𝑟 ,|Γ𝑗| ≤ |Γ𝑗+1| + ⋯ + |Γ𝑟| , 𝑗 < 𝑟 and Γ = Γ1 ∪ Γ2 ∪ … ∪ Γ𝑟. No let of 

translate the sequence Γ by of 2𝑘𝑟  then 𝐿𝑝 norm of any term of Γ is different from 𝜋 2⁄  times the 𝑝 − norm of its 

real part < 1 𝑁⁄ . This is true Theorem 3.2. Now by using Theorem 3.5 we have 

  ‖𝐹‖𝑃 = (𝜋 2)‖𝑓‖𝑝 + 𝑂(𝑁)−1 ≥ (𝜋 2⁄ )⁄ (1 2𝑛−1⁄ )‖𝑓𝑞‖
𝑝

+ 𝑂(𝑁)−1   𝑓𝑜𝑟 0 < 𝑝 < ∞   ( 1.1)  

               ≥ (
𝜋

2
) (

1

2𝑛−1) ∑ 𝑏𝑠‖𝑓𝑠‖𝑝 + (
𝜋

2
) (

1

2𝑛−1) ‖𝑓𝑛−1‖𝑝 + 𝑂(𝑁)−12𝑛
𝑠=𝑛  

                                =  ∑ 𝑏𝑠‖𝐹𝑠‖𝑝 + (1 2𝑛−1⁄ )2𝑛
𝑠=𝑛 ‖𝑓𝑛−1‖𝑝 + 𝑂(𝑁)−1  

Where  𝐹𝑠 =  ∑ 𝑒(𝑖𝑚𝑥)
𝑚∈Γ𝑠

 and E depends on the choice of 𝑓𝑠 ,, 𝑠 = 0,1, … 2𝑛.  

Consider the cases: 

 Case (1) 

   Exist  2𝑛 + 1, with  n satisfying the inequalities  
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            log 𝑙𝑜𝑔 log 𝑁 < 𝑛 log 2 < 1 + log log log 𝑁, defined Γ𝑗 with |Γ𝑗| ≥ 𝑁(log 𝑁)4. So our induction 

hypothesis and 𝑏𝑛 + 𝑏𝑛+1 + ⋯ + 𝑏2𝑛 = 1 impels that  

       ∑ 𝑏𝑠‖𝐹𝑠‖𝑝 ≥ 𝐶 (
log 𝑁−4 log log 𝑁

(log log 𝑁)2 )2𝑛
𝑠=𝑛  (1 + 𝑂(1 log 𝑁⁄ ))               (1.2) 

where C is a positive constant.        

                = [𝐶
log 𝑁

(log log 𝑁)2
− (𝐶

(4 log log 𝑁)

(log log 𝑁)2
) (1 + 𝑂(1 𝑙𝑜𝑔𝑁))⁄ ]      

 ≥ {𝐶 [(
𝑙𝑜𝑔𝑁

(log log 𝑁)2 − (
4𝐶0

log log 𝑁
)] (1 + 𝑂(1 𝑙𝑜𝑔𝑁))⁄ }                (1.3) 

By subtract [𝐶
1

log log 𝑁
] in equality above we have 

   ∑ 𝑏𝑠‖𝐹𝑠‖𝑝 ≥ 𝐶 [(
𝑙𝑜𝑔𝑁

(log log 𝑁)2
)

2𝑛

𝑠=𝑛

− (
5𝐶

(log log 𝑁)
)] 

 Where abroches  N→ ∞. 

 Now, let as prove we can choose C such that(1 2𝑛−1⁄ )‖𝑓𝑛−1‖𝑝 > 5𝐶 log log 𝑁.⁄   

Consider the remark: 

(1) The norm of the sum of the terms of F is upper bound for ‖𝑓𝑛−1‖ which multiplies by 2𝑘𝑛−1 . And the 
norm of this sum bounded  by ‖𝐹‖. 
(2)  We can assume ‖𝐹‖𝑝 bounded above by 𝑙𝑜𝑔𝑁. Which is trivial and there is nothing to prove. 

(3)  (1 |𝐸|⁄ )|𝐸| and (1 |𝐸́|)⁄
|𝐸́|

are bounded.  

By using these remarks and applying Theorem(3.2) we abtain 

               1 ≤ 𝐶(‖𝑓𝑛−1‖𝑝)
|𝐸|

(‖𝑓𝑛−1‖𝑝)|𝐸́| ≤ 𝐶(‖𝑓𝑛−1‖𝑝)|𝐸| , where in the last inequality we used(2) and the 

estimate 

               |𝐸́| = 1 2𝑛 ≤ 1 log log 𝑁.⁄⁄   

 Then 

                              ‖𝑓𝑛−1‖𝑝 ≥ 𝐶                                             (1.4) 

of (1.1),(1.2),(1.4) and the inequality1 2𝑛−1⁄ > log log 𝑁 yield  

  ‖𝐹‖𝑝 ≥ 𝐶 (
log 𝑁

(log log 𝑁)2
) −

5𝐶

log log 𝑁
+ 𝑂(𝑁)−1 +

𝐶

2𝑛−1
 

                               ≥ 𝐶 (
𝑙𝑜𝑔𝑁

(log log 𝑁)2
) 

For 𝑁 → ∞, The case (1) proof completed. 

Case (2) 

At most 4 𝑙𝑜𝑔 𝑙𝑜𝑔 𝑁𝛤𝑗 are such that |Γ𝑗| ≥ 𝑁 (𝑙𝑜𝑔 𝑁)4⁄ .  

Suppose that Γ𝑗1
, Γ𝑗2

, … , Γ𝑗𝑘
, 𝑗1 < 𝑗2 < ⋯ < 𝑗𝑘,  𝑘 < 4 𝑙𝑜𝑔 𝑙𝑜𝑔 𝑙𝑜𝑔 𝑁  be the Γ𝑗  with more than 𝑁 (log 𝑁)4⁄  

elements. We prove in this case there are more than (log 𝑁)3 classesΓ𝑗 .   

Suppose 𝑗1, 𝑗2 − 𝑗1, … , 𝑗𝑘 − 𝑗𝑘−1 are less than (𝑙𝑜𝑔𝑁)3.  
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We write Γ′
𝑗 = Γ𝑗+1 ∪ … ∪ Γ𝑟 , i.e the set of even multiples of 2𝑘𝑗 .  

Since |Γ′
𝑗| ≥  |Γ𝑗| we get 

      |Γ𝑗̀1
| ≥  (

1

2
) |Γ𝑗́1

∪ Γ𝑗1
| ≥  

1

2
 {𝑁 −

𝑁

(𝑙𝑜𝑔𝑁)4 (log 𝑁)3}  

                                               =  (
1

2
) {𝑁 −

𝑁

𝑙𝑜𝑔𝑁
}. 

Similarity we get |Γ𝑗ℎ
| ≥ (

1

2ℎ) {𝑁 −
𝑁

𝑙𝑜𝑔𝑁
 (1 + 2 + ⋯ + 2ℎ−1} , 1 ≤ ℎ ≤  𝑘.  

assume ℎ = 𝑘 in above we see that |Γ𝑗𝑘
| grater than  

                                              𝐶𝑁 (log log 𝑁)4.⁄  

Since |Γ𝑗| ≤ 𝑁 (log 𝑁)4⁄  if 𝑗 ≥  𝑗𝑘, the number of Γ𝑗 with j > 𝑗𝑘 grater than 

𝐶(𝑙𝑜𝑔𝑁)4

(log 𝑙𝑜𝑔𝑁)4
≥  (𝑙𝑜𝑔𝑁)3. 

 On choosing now one frequency from each such class we abtain a subsequence of Γ satisfies the 
hypotheses of Theorem 3.3. Using  Theorem 3.3 𝑙𝑜𝑔|𝐹|  ≤ 𝑙𝑜𝑔 𝑁 we have  

                               (𝑙𝑜𝑔𝑁)
1

2 ‖𝐹‖𝑃  ≥ 𝐶(log 𝑁)
3

2 . 

 provided than 𝑁 → ∞ , We chosen 𝐶0 < 𝐶 in above, then 1.1 satisfy. 

From case 1 and 2 we complete the proof. 
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