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Abstract—Efficiently managing server quantities in contemporary server farms to meet demand while 

conserving energy poses a critical challenge. Turning off idle servers saves energy, but the associated setup 

costs during reactivation can impact performance. This study delves into the M/M/k queuing system with setup 

costs (M/M/k/Setup), exploring strategic server shutdowns and their implications. The analysis addresses the 

pivotal question of how many servers to activate, deactivate, or maintain in a sleep state, introducing a 

decomposition property that equates the response time of configured and non-reserved M/M/k systems. In 

addition, the research suggests a power management approach for server farms, specifically focusing on an 

M/M/k queue system with setup costs. It analyzes system states, response time distribution, and average energy 

consumption. Rigorous scrutiny and simulations confirm the proposed mechanism's effectiveness in optimizing 

energy efficiency. This work significantly contributes to practical and theoretical aspects of server farm 

management, offering insights for improved resource allocation and performance in IT and cloud computing. 

Keywords—M/M/k/setup, Mathematical analysis, Cloud computing, Power management, Resource 

allocation, Setup cost. 

 

1. INTRODUCTION  

Cloud computing has become a prominent issue in the field of information technology, enabling users 

to access and utilize IT resources online. Various commercial offerings are available to customers, both 

residential and professional, facilitated by expansive data centers such as Amazon and Azure[1]. However, 

the energy consumption of these servers now exceeds 2% of the total electricity consumption in the United 

States, resulting in a staggering cost of approximately 6 billion dollars. With the continuous expansion of 

data centers, the energy expenditure is projected to increase further [2]. Interestingly, on average, only 20 to 

30% of the server's total energy storage capacity is utilized, with the primary cause of this waste being the 

inactive machines within the excessively large server farms. Efficient allocation of servers to effectively 

manage unpredictable demand patterns is a critical challenge in modern server farm system architecture. 

Achieving optimal performance without wasting energy requires a strategic approach to determine the ideal 

number of servers to allocate [3]. The primary objective is to address the issue of server inefficiency caused 

by idle machines and minimize the energy consumption associated with unnecessary server operations. 

While it is essential to shut down inactive servers to conserve energy, restarting servers incurs high 

configuration costs in terms of setup time and energy consumption, which can negatively impact 

performance. Moreover, contemporary servers offer various sleep or standby states that allow the setup cost 

to be balanced by the power consumed while the server is in sleep mode. Research has shown that remote 

servers consume approximately 60% of their maximum power [4]. Hence, substantial energy savings can be 

achieved by powering off inactive servers when they are not needed [5], [6].  However, the act of turning 

servers on and off also incurs significant costs. The setup cost, which includes a time delay, is incurred when 

transitioning a server from the off state to the idle state. In this work, we propose an approach that involves 

initially activating a minimum number of servers and placing the remaining servers in a reserve state, turning 

them on one by one when the demand necessitates and when they are in the sleep state. The setup cost for 
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servers in the idle state is lower than that for servers in the off state, despite the former consuming more 

power than the latter [7]. This study aims to address the critical challenge of optimizing server farm 

management for energy efficiency and cost-effectiveness. By introducing a strategy that activates servers 

incrementally and utilizes a reserve state, we aim to strike a balance between minimizing setup costs and 

conserving energy. The decision to place servers in the idle state, despite higher power consumption, is 

rooted in the cost-effectiveness of their lower setup costs compared to servers in the off state. Ultimately, 

this research contributes valuable insights to enhance resource allocation, improve performance, and reduce 

operational expenses in server farms, benefiting both information technology and cloud computing sectors. 

 

This paper focuses on analyzing an M/M/k queue system with setup costs, specifically the M/M/k/Setup 

model. Servers are categorized into two types: those in the run mode and those in sleep mode as reserves for 

idle periods. When the system requires additional active servers, one server is selected from the reserves in 

sleep mode, incurring setup costs. The setup cost manifests as a delay. Due to the high energy consumption 

associated with reserve servers, the number of servers available for reservation at any given time is often 

limited. In the proposed configuration model, only one server can be configured at a time. While previous 

literature has analyzed M/M/k systems with exponentially distributed setup times[3], no closed-form 

solutions have been obtained. Thus, in this work, we introduce the concept of reserves and provide primary 

analytical expressions for the limiting distribution of system states, response time distribution, and average 

energy consumption. 

 

The subsequent sections of this paper are organized as follows: Section 3 presents the proposed system 

model, while Section 4 formulates the model. Performance measures are discussed in Section 5, followed by 

the presentation of numerical results in Section 6. Finally, Section 7 concludes the paper. Furthermore, the 

paper includes appendices at the end, providing proofs for the theorems and corollaries referenced in the 

main text. 

2. RELATED WORK 

Setup times play a vital role in the analysis of computer systems and manufacturing systems within the 

realm of queueing theory. In manufacturing systems, it is common for a job to wait for an idle server to 

"warm up" before service initiation. Similarly, in retail and hospital settings, the arrival of customers may 

necessitate the involvement of additional human servers, leading to setup times as servers are brought in. In 

the context of computer systems, setup times have gained significant attention once again due to their crucial 

role in dynamic capacity provisioning for data centers. 

 

In data centers, the optimization goal is to power off idle servers or reallocate them to conserve energy. 

Idle servers consume power at a significant percentage (60% 𝑡𝑜 70%) of their peak rate, making it wasteful 

to leave them on and idle [8]. However, many companies are reluctant to power off idle servers due to the 

high setup time required to restart them. The setup times for servers are considerably longer, typically 

measured in hundreds of seconds, while job service requirements are usually less than a second[9], [10]. 

Beyond the lengthy setup period, power is consumed at the peak rate, even when the server is non-functional. 

Consequently, the benefits of powering off idle servers might not be immediately evident. Numerous ideas 

have been proposed to minimize the frequency of server setups in data centers. One prominent area of 

research focuses on load prediction techniques [9], [11], [12], [13]. In scenarios with unpredictable load, 

policies such as delayed off have been explored, where the shutdown of an idle server is delayed for a fixed 

period, anticipating new arrivals [14], [15], [16]. Another avenue of research involves reducing setup times 

through the development of low-power sleep modes[15], [17]. Interestingly, despite the importance of setup 

times, their analysis remains relatively understudied. In 1964, Welch analyzed the M/G/1 queueing system 

with setup times [18]. However, the analysis of the M/M/k system with setup times, referred to as 

M/M/k/setup, has proven to be challenging, primarily due to the complexity of the underlying Markov chain. 

In 2010, several analytical approximations for M/M/k/Setup were proposed in [19]. These approximations 

perform well under low load or reduced setup times. The 𝑀/𝑀/∞/Setup system was also analyzed in [19] 
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, revealing a product form. However, no significant progress has been made regarding the M/M/k/Setup 

system. Additionally, the M/M/k/setup/delayed off, where idle servers delay their shut down for a finite 

period, and the M/M/k/setup/sleep, where idle servers can be either turned off (high setup time, zero power) 

or put to sleep (lower setup time, low power), remain largely unexplored. 

 

Regarding the M/M/k/setup/delayed off system, only iterative matrix-analytic approaches have been 

employed[15]. Currently, no analysis exists for the M/M/k/setup/sleep system. In the following discussion, 

we will explore papers that have examined repeating Markov chains and proposed techniques for their 

solution, considering how these techniques may or may not be applicable to the M/M/k/Setup system. Matrix-

analytic based approaches have been widely used for the analysis of Markov chains with repeating structures. 

These numerical methods involve iterative processes to determine the rate matrix, denoted as R. While they 

may not provide closed-form solutions or intuitive insights, they are valuable for evaluating chains under 

different parameters. In some cases, it is possible to explicitly express the R matrix using a combinatorial 

interpretation [20]. In an attempt to extend the applicability of the combinatorial interpretation, [21] explores 

a broader class of chains. However, the M/M/k/Setup system, with its inherent complexity arising from 

transition rates dependent on the number of jobs in the system, is not included in their findings. To enhance 

the efficiency of matrix-analytic methods, significant research efforts have been dedicated to improving 

iterative procedures. For example, the authors of [22] provide an explicit solution for the rate matrix 

involving infinite sums. Generating function-based approaches have also been utilized to solve chains with 

repeating structures. However, similar to matrix-analytic methods, these approaches lack intuitive insights. 

The process of employing generating functions involves making an educated guess about the solution form 

and subsequently determining the coefficients of the guess, often resulting in lengthy computations. In 

theory, generating function approaches hold promise for solving highly general chains [16]. The author 

initially attempted to apply a generating function approach to the M/M/2/setup system. However, faced with 

considerable complexity and a lack of intuitive understanding, the author sought a simpler and more intuitive 

approach for the analysis. 

 

The M/M/k system with vacations has received considerable attention in numerous research papers 

[23], [24], [25], [26], [27].  Although the Markov chain for the M/M/k with vacations shares some similarities 

with the M/M/k/Setup system, the dynamics of these two systems differ significantly. In the M/M/k with 

vacations, a server takes a vacation as soon as it becomes idle and there are no jobs in the queue. On the other 

hand, setup times in the M/M/k/Setup system are initiated by the arrival of jobs in the queue. Most studies 

on vacation models impose stringent restrictions, allowing only a fixed group of servers to go on vacation 

simultaneously. This is in contrast to our system, where any number of servers can be set up at any given 

time. The model presented in [26] comes closest to our system, but the authors utilize generating functions 

and assume that all idle servers are on vacation, rather than having one server in setup for each job in the 

queue. This assumption renders the transitions in their chain independent of the number of jobs. 

Some prior works have considered highly restricted versions of the M/M/k/Setup system. For instance, 

a few papers [19], [28], [29] examine cases where at most one server can be in setup at a time. Additionally, 

other studies [30], [31]  investigate an M/M/k system in which a fixed subset of servers can be turned on and 

off based on the load. The underlying Markov chains in these restricted systems are amenable to analytical 

tractability, leading to straightforward closed-form expressions due to the fixed rate at which servers are 

turned on. In contrast, our M/M/k/Setup system is more general, allowing for the setup of any number of 

servers simultaneously. Consequently, this generality adds a significant level of complexity to the problem 

at hand. 

3. MODEL ARCHTICTURE 

 

In our study, we utilize an M/M/k queuing system to model a server with setup time. The model assumes a 

Poisson arrival process with a rate of 𝜆 and exponentially distributed service time with a mean of . The system 

load, denoted by 𝜌 =
𝜆

𝜇 
, satisfies the condition 𝜌 < 𝑘 The server operates in three states: On, in setup, or reserve. 
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When no work is present, servers can be shut down to reduce costs, but reactivating a shut-down server incurs setup 

costs, including delays and power penalties. The setup process is limited to one server at a time. The ON state 

signifies an actively serving server, which turns off when no jobs are pending, consuming no power. In the reserve 

state, the server consumes less power (𝑃𝑠) than in the ON state (𝑃𝑜𝑛). Activating a server from reserve incurs setup 

time modelled as an exponentially distributed random variable 𝐼 with a rate of 𝛼 =
𝐸[𝐼]

1
. 

 

To summarize, the M/M/k queuing system captures key aspects of a server with setup time, considering arrival 

processes, service times, system load, and server states. Incorporating setup costs and power dynamics allows 

analysis for optimizing energy consumption and operational efficiency. In the M/M/k/Setup model, jobs adhere to 

a First Come First Serve (FCFS) discipline but encounter added complexity due to setup costs. Jobs arriving with 

a server in setup wait in the queue. If no server is in setup, a job randomly selects a server from the reserve set, 

incurring setup time. Completed jobs move the first queue item to the server, regardless of prior setup states. This 

model introduces uncertainty in job allocation. This approach provides realistic insights into queuing systems with 

setup costs, aiding decisions for efficiency and resource allocation. The M/M/k/Setup model reflects real-world 

scenarios where servers undergo setup before service, helping evaluate system performance and design strategies 

for activation and job assignment. 

 

4. MODEL ANALYSIS 

In this section, our emphasis is on deriving the limit probabilities of the system states for an M/M/k/Setup 

model (Theorem 1). Due to space limitations, we provide concise proofs here, while more detailed proofs can 

be found in the appendix A. 

 

Figure 1 illustrates the Markov chain representation for the M/M/k/Setup model. The states of the Markov 

chain are denoted as (𝑎, 𝑏), where a represents the number of powered-on servers, and b indicates the number 

of tasks in the system. The Markov chain consists of (𝑘 + 1) rows, where the first row corresponds to states 

with all main servers powered on, the second row represents states with exactly one server in setup from the 

reserves, and so on. It should be noted that only one server can be in the setup state at any given time. Hence, 

the transition rate from state (𝑖, 𝑗) to (𝑖 + 1, 𝑗) is a constant α for all 0  ≤ 𝑖 <  𝑘 and 𝑖  <  𝑗. 
 

The Markov chain representation for the M/M/k/Setup model illustrates states as (a, b), where a is the 

number of powered-on servers, and b is the number of tasks in the system. There are (k+1) rows in the Markov 

chain. The first row corresponds to all main servers powered on, the second to one server in setup from reserves, 

and so forth. Notably, only one server can be in setup at a time. The transition rate from state (𝑖, 𝑗) to (𝑖 + 1, 𝑗) 

is a constant α for all 0  ≤  𝑖  <  𝑘 and 𝑖  <  𝑗. 
 

It's important to highlight that 𝑘 =  𝑚 − 𝑛, where 𝑘 is the number of servers as reserves, m is the total 

number of servers in the system, and n is the number of main servers. This distinction provides a clear 

understanding of the system's configuration, reinforcing the representation's accuracy and relevance to the 

M/M/k/Setup model. 

 

To determine the limiting probabilities for each state in the Markov chain depicted in Figure 1, we follow 

a step-by-step approach. Firstly, we calculate the limit probabilities for the states in the first row, expressed in 

terms of π0,0. Then, we proceed to find the limiting probabilities for the states in the second row, considering 

the first-row solution already established in terms of π0,0. By continuing this process, we can obtain the limiting 

probabilities for all states in the Markov chain using π0,0 as a reference. 
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Figure 1 : Markov chain for an M/M/k/Setup 

 

 

By solving the Markov chain and obtaining the limit probabilities for each state, we gain valuable insights into the steady-state 

behaviour of the M/M/k/Setup model. These limit probabilities allow us to assess various performance measures, such as the 

probability of having a certain number of servers powered on or the probability of having a specific number of tasks in the system. 

Furthermore, the derived limit probabilities serve as the foundation for further analyses and decision-making in optimizing system 

performance and resource allocation. 

 

For detailed proofs and a more comprehensive understanding, we refer readers to the appendix A where the complete 

derivations and explanations are provided. 

 

Theorem 1: 
The limit probabilities of an M/M/k/Setup system can be expressed as follows: 

 

π𝑖,𝑗 =
ρ𝑛

(𝑛 + 1)!

π0,0 ⋅ γ𝑖

𝑖!
β𝑗   for 0 ≤ 𝑖 < 𝑘 and 𝑗 > 𝑛 + 𝑖 − 1 

 
 

π𝑘,𝑗  =
ρ𝑛

(𝑛 + 1)!
[

π0,0γ
𝑘𝑘μβ𝑗

𝑘! ⋅ (𝑘μ − (λ + α)) 
−

𝜋0,0𝑘
𝑘(𝜆 + 𝛼) (

𝜌
𝑘
)

𝑗

𝑘! ⋅ (𝑘𝜇 − (𝜆 + 𝛼))
]  for 𝑗 > 𝑘 − 1 

 

π0,0 = [∑
ρ𝑗

𝑗!

𝑛

𝑗=0

+
ρ𝑛

(𝑛 + 1)!
⋅

1

(1 − β)
⋅ [ ∑

ρ𝑖

𝑖!
0≤𝑖<𝑘

+
ρ𝑘μ

(𝑘 − 1)! ⋅ (𝑘μ − λ)
]]

−1

 

 

Where  𝛼 =
1

𝐸[𝐼]
, 𝛽 =

λ

λ+α
 and 𝛾 =

λ+α

μ
 

The detailed proof of this Theorem is provided in the appendix C of this paper. 
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5. PERFORMANCE MEASURES 

 

In this section, we explore essential performance metrics to assess the efficiency and effectiveness of our proposed system, 

providing insights crucial for optimizing resource allocation and energy efficiency in server farm management. 

 

Theorem 2: 
The Mean number of jobs 𝐸[𝑁]  :  

  

𝔼[𝑁] = 𝜋0,0𝜌 [∑
𝜌𝑗

𝑗!

𝑛−1

𝑗=0

+
𝜌𝑛

(𝑛 + 1)! ⋅ (1 − 𝛽)
∑

𝜌𝑗

𝑗!

𝑘−1

𝑗=0

+
𝜌𝑛

(𝑛 + 1)! ⋅ (1 − 𝛽)2
∑

𝜌𝑗

𝑗!

𝑘

𝑗=0

+
𝜌𝑛+𝑘−1𝑘𝜇

(𝑛 + 1)! 𝑘!

⋅
(𝑘 − 1)(1 − 𝛽)(𝑘𝜇 − 𝜆) + 𝑘𝜇 − 𝜆𝛽

(1 − 𝛽)2(𝑘𝜇 − 𝜆)2
] 

(1) 

Also, the proof for this Theorem can be found in the appendix B. 

 

Corollary 1: 
 

The Mean response time 𝐸[𝑇]: 
 

 

𝔼[𝑇] =
𝜋0,0𝜌

𝜇
[∑

𝜌𝑗

𝑗!

𝑛−1

𝑗=0

+
𝜌𝑛

(𝑛 + 1)! ⋅ (1 − 𝛽)
∑

𝜌𝑗

𝑗!

𝑘−1

𝑗=0

+
𝜌𝑛

(𝑛 + 1)! ⋅ (1 − 𝛽)2
∑

𝜌𝑗

𝑗!

𝑘

𝑗=0

+
𝜌𝑛+𝑘−1𝑘𝜇

(𝑛 + 1)! 𝑘!

⋅
(𝑘 − 1)(1 − 𝛽)(𝑘𝜇 − 𝜆) + 𝑘𝜇 − 𝜆𝛽

(1 − 𝛽)2(𝑘𝜇 − 𝜆)2
] 

                                                  (2) 

 

4.1 Expected Number of servers in Non-OFF State 

In this scenario, servers can be categorized into three states: i) OFF, ii) ON, and iii) Setup. Our focus is on determining the 

expected number of servers that are not in the OFF state. Let's denote 𝐵𝑏𝑢𝑠𝑦  as the value assigned to each state in the 𝑀/𝑀/𝑘 

Markov chain illustrated in the diagram Figure 1.  

For instance, when the system is in the state (0,0), the corresponding value of 𝐵𝑏𝑢𝑠𝑦(0,0) is 0. Similarly, in the state 

(0,1), 𝐵𝑏𝑢𝑠𝑦(0,1) is equal to 1. In the case of state (0, 𝑗), where 1 <  𝑗 < 𝑛, 𝐵𝑏𝑢𝑠𝑦(0, 𝑗) is calculated as j, as only one server can be 

in the setup mode at any given time. Generally, for state (𝑖, 𝑗), the value of 𝐵𝑏𝑢𝑠𝑦  (i, j) can be determined as: 

 

𝐵𝑏𝑢𝑠𝑦(𝑖, 𝑗) = {

𝑗 𝑖𝑓 𝑖 = 0, 0 ≤ 𝑗 ≤ 𝑛
𝑛 𝑖𝑓 𝑖 = 0, 𝑗 ≥ 𝑛

𝑖 + 𝑛 𝑖𝑓 𝑖 > 0, 𝑗 ≥ 𝑛 + 1
𝑘 𝑖𝑓 𝑖 = 𝑘, 𝑗 ≥ 𝑛 + 𝑘

 

 

Thus, the expected number of servers either ON or in Setup, is given by: 

 

𝔼[𝐵𝑏𝑢𝑠𝑦] = ∑ 𝜋𝑖,𝑗𝐵𝑏𝑢𝑠𝑦(𝑖, 𝑗)

𝑖,𝑗

 

Using Equations A1, A2, A3 and A4 defined in the appendix A, we get: 
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𝔼[𝐵𝑏𝑢𝑠𝑦] = ∑ 𝜋𝑖,𝑗𝐵𝑏𝑢𝑠𝑦

𝑖,𝑗

(𝑖, 𝑗)

= ∑ ∑𝜋𝑖,𝑗

+∞

𝑗=0

𝐵𝑏𝑢𝑠𝑦(𝑖, 𝑗) + ∑ 𝜋𝑘,𝑗

+∞

𝑗=𝑘+𝑛
𝑖=𝑘

𝐵𝑏𝑢𝑠𝑦(𝑖, 𝑗)

𝑘−1

𝑖=0

= ∑ 𝜋0,𝑗

𝑛

𝑖=0

⋅ 𝑗 + ∑ 𝜋0,𝑗

+∞

𝑗=𝑛+1

⋅ 𝑛 + ∑ ∑ 𝜋𝑖,𝑗

+∞

𝑗=𝑛+1

(𝑖 + 𝑛) + ∑ 𝜋𝑘,𝑗

+∞

𝑗=𝑘+𝑛

𝑘

𝑘−1

𝑖=1

= ∑𝜋0,0

𝑛

𝑗=0

𝜌𝑗

𝑗!
⋅ 𝑗 + ∑ 𝜋0,0

+∞

𝑗=𝑛+1

𝜌𝑛

𝑛!
𝛽𝑗 ⋅ 𝑛 + ∑ ∑ 𝜋0,0

+∞

𝑗=𝑛+1

𝛾𝑖

𝑖!

𝜌𝑛

(𝑛 + 1)!
𝛽𝑗(𝑖 + 𝑛) + 𝑘 ∑ 𝜋𝑘,𝑗

+∞

𝑗=𝑘+𝑛

𝑘−1

𝑖=1

= 𝜋0,0𝜌 ∑
𝜌𝑗−1

(𝑗 − 1)!

𝑛

𝑗=1

+ 𝜋0,0

𝜌𝑛

(𝑛 − 1)!
∑ 𝛽𝑗

+∞

𝑗=𝑛+1

+ 𝜋0,0

𝜌𝑛

(𝑛 + 1)!
∑

𝛾𝑖

𝑖!

𝑘−1

𝑖=1

(𝑖 + 𝑛) ∑ 𝛽𝑗

+∞

𝑗=𝑛+1

+
𝜌𝑛

(𝑛 + 1)!
𝑘 ∑ [

+∞

𝑗=𝑘+𝑛

𝜋0,0𝛾
𝑘𝑘𝜇

𝑘! (𝑘𝜇 − (𝜆 + 𝛼))
⋅ 𝛽𝑗 −

𝜋0,0𝑘
𝑘(𝜆 + 𝛼)

𝑘! (𝑘𝜇 − (𝜆 + 𝛼))
⋅ (

𝜌

𝑘
)𝑗]

= 𝜋0,0𝜌 ∑
𝜌𝑗

𝑗!

𝑛

𝑗=0

+ 𝜋0,0

𝜌𝑛

(𝑛 − 1)!

𝛽𝑛+1

1 − 𝛽
+ 𝜋0,0

𝜌𝑛

(𝑛 + 1)!
∑

𝛾𝑖

𝑖!

𝑘−1

𝑖=1

(𝑖 + 𝑛)
𝛽𝑛+1

1 − 𝛽

+
𝜌𝑛

(𝑛 + 1)!
𝑘 [

𝜋0,0𝛾
𝑘𝑘𝜇

𝑘! (𝑘𝜇 − (𝜆 + 𝛼))
⋅ ∑ 𝛽𝑗

+∞

𝑗=𝑘+𝑛

−
𝜋0,0𝑘

𝑘(𝜆 + 𝛼)

𝑘! (𝑘𝜇 − (𝜆 + 𝛼))
⋅ ∑ (

+∞

𝑗=𝑘+𝑛

𝜌

𝑘
)𝑗]

 

 

 

 

= 𝜋0,0𝜌 ∑
𝜌𝑗

𝑗!

𝑛

𝑗=0

+ 𝜋0,0

𝜌𝑛

(𝑛 − 1)!

𝛽𝑛+1

(1 − 𝛽)
+ 𝜋0,0

𝜌𝑛

(𝑛 + 1)!
⋅

𝛽𝑛+1

(1 − 𝛽)
∑

𝛾𝑖

𝑖!

𝑘−1

𝑖=1

(𝑖 + 𝑛)

+
𝜌𝑛

(𝑛 + 1)!
[

𝜋0,0𝛾
𝑘𝑘2𝜇

𝑘! (𝑘𝜇 − (𝜆 + 𝛼))
⋅

𝛽𝑛+𝑘

(1 − 𝛽)
− 𝑘

𝜋0,0𝑘
𝑘(𝜆 + 𝛼)

𝑘! (𝑘𝜇 − (𝜆 + 𝛼))
⋅

(
𝜌
𝑘
)𝑛+𝑘

(1 − (
𝜌
𝑘
))

]

= 𝜋0,0𝜌 [∑
𝜌𝑗

𝑗!

𝑛−1

𝑗=0

+
𝜌𝑛−1

(𝑛 − 1)!

𝛽𝑛+1

(1 − 𝛽)
+

𝜌𝑛−1

(𝑛 + 1)!
⋅

𝛽𝑛+1

(1 − 𝛽)
𝛾 ∑

𝛾𝑖−1

(𝑖 − 1)!

𝑘−1

𝑖=1

+
𝜌𝑛−1

(𝑛 + 1)!
⋅

𝛽𝑛+1

(1 − 𝛽)
𝑛 ∑

𝛾𝑖

𝑖!

𝑘−1

𝑖=1

]

+
𝛽𝑛

(𝑛 + 1)!

𝜋0,0𝜌
𝑘+𝑛

𝑘! (𝑘𝜇 − (𝜆 + 𝛼))
[

𝑘𝜇

𝛾𝑛(1 − 𝛽)
−

(𝜆 + 𝛼)

(1 −
𝜌
𝑘
) 𝑘𝑛

]
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𝔼[𝐵𝑏𝑢𝑠𝑦] = 𝜋0,0𝜌

[
 
 
 
 

∑
𝜌𝑗

𝑗!

𝑛−1

𝑗=0

+
𝛽𝑛+1

(1 − 𝛽)
[

𝜌𝑛−1

(𝑛 − 1)!
+

𝜌𝑛−1

(𝑛 + 1)!
⋅ 𝛾 ∑

𝛾𝑖−1

(𝑖 − 1)!

𝑘−1

𝑖=1

+
𝜌𝑛−1

(𝑛 + 1)!
⋅ 𝑛 ∑

𝛾𝑖

𝑖!

𝑘−1

𝑖=1

]

]
 
 
 
 

+
𝜌𝑛 ⋅ 𝑘 ⋅ 𝜌𝑛+𝑘𝜋0,0

(𝑛 + 1)! ⋅ 𝑘! (𝑘𝜇 − (𝜆 + 𝛼))
[
𝑘𝑛𝑘𝜇 − 𝜇𝑘𝑛𝜌 − 𝛾𝑛𝜆 − 𝛾𝑛𝛼 + 𝛾𝑛𝛽(𝜆 + 𝛼)

𝛾𝑛(1 − 𝛽) (1 −
𝜌
𝑘
) 𝑘𝑛

]

= 𝜋0,0𝜌

[
 
 
 
 

∑
𝜌𝑗

𝑗!

𝑛−1

𝑗=0

+
𝛽𝑛+1

(1 − 𝛽)
[

𝜌𝑛−1

(𝑛 − 1)!
+

𝜌𝑛−1

(𝑛 + 1)!
⋅ 𝛾 ∑

𝛾𝑖−1

(𝑖 − 1)!

𝑘−1

𝑖=1

+
𝜌𝑛−1

(𝑛 + 1)!
⋅ 𝑛 ∑

𝛾𝑖

𝑖!

𝑘−1

𝑖=1

]

]
 
 
 
 

+
𝛽𝑛 ⋅ 𝑘 ⋅ 𝜌𝑛+𝑘𝜋0,0

(𝑛 + 1)! ⋅ 𝑘! (𝑘𝜇 − (𝜆 + 𝛼))
[
𝑘𝑛(𝑘𝜇 − 𝜆) − 𝛾𝑛𝛼

(1 − 𝛽) (1 −
𝜌
𝑘
) 𝑘𝑛

]

 

 

 

Since ( ⋆ ) from appendix B. 

 

 

𝔼[𝐵𝑏𝑢𝑠𝑦] = 𝜋0,0𝜌 [
ex p(𝜌) ⋅ Γ(𝑛, 𝜌)

(𝑛 − 1)!
+

𝛽𝑛+1

(1 − 𝛽)
[

𝜌𝑛−1

(𝑛 − 1)!
+

𝜌𝑛−1

(𝑛 + 1)!
⋅ 𝛾

ex p(𝛾) ⋅ Γ(𝑘 − 1, 𝛾)

(𝑘 − 2)!
+

𝜌𝑛−1

(𝑛 + 1)!
⋅ 𝑛

ex p(𝛾) ⋅ Γ(𝑘, 𝛾)

(𝑘 − 1)!
]]

+
𝛽𝑛 ⋅ 𝑘 ⋅ 𝜌𝑛+𝑘𝜋0,0

(𝑛 + 1)! ⋅ 𝑘! (𝑘𝜇 − (𝜆 + 𝛼))
[
𝑘𝑛(𝑘𝜇 − 𝜆) − 𝛾𝑛𝛼

(1 − 𝛽) (1 −
𝜌
𝑘
)𝑘𝑛

]

 

4.2 The Mean Power Consumption and Optimization in Server Farms 

 Considering the significant impact of setup costs on both power usage and response time, it is crucial to account for them when 

optimizing the server farm's configuration. In this section, we focus on a performance metric that combines the mean response time, 

denoted as 𝐸[𝑇] and the mean power consumption, denoted as 𝐸[𝑃𝑀/𝑀/𝑘/Setup]. This metric, denoted as "Perf," is a weighted sum 

of these two factors, given by the equation: 

 

Perf = 𝐸[𝑃𝑀/𝑀/𝑘/Setup] + 𝑐 ⋅ 𝐸[𝑇𝑀/𝑀/𝑘/Setup] 
 

The weight parameter 𝑐 represents the price required, in Watts, to reduce the mean response time of the server farm by one 

second. It has units of Watts/sec and allows us to balance the importance of power consumption and response time. A similar 

weighted linear combination has been used in previous literature [32], [33], [34]and to address similar optimization problems. 

 

Let's consider the power consumption of servers in different states. When a server is in the OFF state, we assume its power 

consumption is 0. However, when the server is in the ON or SETUP states, we assume its power consumption is a value denoted as 

𝑃𝑚𝑎𝑥. Based on this information, we can express the mean power consumption as: 

 

𝐸[𝑃𝑀/𝑀/𝑘/Setup] = 𝑃𝑚𝑎𝑥 ⋅ 𝐸[𝐵𝑏𝑢𝑠𝑦] 

 

Where 𝐸[𝐵𝑏𝑢𝑠𝑦] represents the expected number of servers that are either ON or in SETUP states. 

 

Considering both the mean power consumption and mean response time in our optimization strategy allows us to strike a 

balance between energy efficiency and performance in the server farm. By taking into account the setup costs and appropriately 

weighting the factors, we can develop strategies that optimize the configuration of the server farm, leading to improved power 

management and overall system performance. 

 

In the next sections, we will explore various techniques and algorithms to analyse and optimize the M/M/k with setup costs 

model, enabling us to make informed decisions regarding power usage, response time, and the configuration of server farms. These 
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approaches will help us achieve a fine-tuned balance between power efficiency and performance, ultimately enhancing the overall 

effectiveness and sustainability of server farm operations. 

 

6. NUMERICAL RESULTS 

In this section, we provide detailed numerical results obtained from the proposed mechanism, aiming to illustrate and quantify 

the performance of the studied system across various loading conditions and system parameters. We conduct a validation process 

based on the presented numerical data to ensure accuracy and reliability. 

 

For our analysis, we consider an M/M/K/Setup model, where the maximum number of requests in the system is set to 18, and 

the number of reserves is configured as 8. These parameters are chosen to reflect a realistic scenario and allow us to assess the 

system's behaviour under different workloads. To evaluate the power consumption, we assign power weights to the principal server 

and the idle state. Specifically, we set the power weight for the principal server to 100 watts, representing the power consumption 

when the server is actively processing requests. On the other hand, the power weight for the idle state is set to 10 watts, indicating 

the power consumption when the server is not actively engaged in processing tasks. By considering these power weights, we can 

effectively measure and analyse the power consumption of the system at various stages, providing insights into the energy efficiency 

of the overall setup. This information is crucial for designing and optimizing server farms to achieve a balance between performance 

and power utilization. Through our numerical experiments, we gather data on factors such as response time, system utilization, and 

power consumption. These metrics enable us to assess the system's performance in terms of its ability to handle incoming requests, 

the efficiency of resource utilization, and the overall power consumption patterns. To validate our results, we compare them with 

theoretical models and conduct extensive simulations to ensure the accuracy and reliability of our findings. This validation process 

allows us to have confidence in the numerical results presented and reinforces the credibility of our proposed mechanism. The 

numerical results obtained from our analysis provide valuable insights into the behaviour and performance of the M/M/K/Setup 

system. They offer a quantitative understanding of how the system operates under different conditions, enabling us to make informed 

decisions regarding system design, resource allocation, and power management strategies. 

 

In the rest of this section, we delve deeper into the numerical findings, discussing key observations, trends, and implications 

that emerge from the data. We analyse the performance metrics, highlight trade-offs, and explore potential optimizations to further 

enhance the efficiency and effectiveness of the studied system. 

 

By leveraging these numerical results, we aim to contribute to the body of knowledge in power management strategies for 

server farms. The insights gained can assist server farm operators and system designers in making informed decisions to achieve 

optimal performance, maximize resource utilization, and minimize power consumption, ultimately leading to more sustainable and 

efficient operations. 

 

Figure 2 and 3 Show the system's power consumption behaviour while using the proposed mechanism, M/M/k/Setup, and 

compare it to the standard M/M/k system. 

 

 

Table 1 : Simulation parameters and their corresponding values for Figure 2 

Parameter Description Value 

𝜇 Service rate 1( Jobs /𝑠𝑒𝑐) 

K Number of servers 18 

n Number of Main 

servers 

8 

a Mean setup time 0.03(sec) 
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Figure 2 : Energy consumption VS CPU utilization 

In Figure 2, As the CPU utilisation increases, the energy consumption for both the M/M/K and M/M/K/Setup models increases. 

This is because higher arrival rates lead to a higher load on the system, resulting in more energy consumption to handle the increased 

workload. 

 

However, it is evident that the M/M/K system demonstrates the highest energy consumption out of the analysed scenarios. This 

indicates that when no setup mechanism or reserves are employed, the system operates at maximum energy usage. However, the 

introduction of reserves and implementation of the M/M/k/Setup configuration result in a noteworthy reduction in energy 

consumption. The utilization of reserves facilitates a more efficient allocation of resources, leading to significant power savings. As 

a result, the M/M/k/Setup configuration proves to be more energy-efficient when compared to the traditional M/M/k system. 

Table 2 : Simulation parameters and their corresponding values for Figure 3 

Parameter Description Value 

𝜇 Service rate 1( jobs /𝑠𝑒𝑐) 

K Number of servers 44 

n Number of Main servers 34 

a Mean setup time 0.03(sec) 
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Figure 3 : Power Consumption as function of time 

In Figure 3, the plot illustrates the relationship between CPU utilization and power consumption for both the M/M/K/Setup 

and M/M/K systems, highlighting the differences in energy consumption between the two models. By comparing the two curves, 

we observe that the M/M/K/Setup system generally consumes less energy than the M/M/K system for the same level of CPU 

utilization. This is because the M/M/K/Setup system has additional servers dedicated to the setup mode, leading to less energy 

consumption. 

 

Table 3 : Simulation parameters and their corresponding values for Figure 4 

Parameter Description Value 

𝜇 Service rate 2( jobs /𝑠𝑒𝑐) 

K Number of servers 18 

n Number of Main 

servers 

8 

a Mean setup time 0.03(sec) 
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Figure 4 : Response time as function of arrival rate 

Figure 4 provides the response time curves for two systems M/M/k/Setup and M/M/k, with the same service rate. The M/M/k 

curve shows that as the arrival rate increases, the response time generally increases, indicating that higher arrival rates lead to longer 

response times in this system. On the other hand, the response time for the M/M/k/Setup also demonstrates an increasing trend with 

the arrival rate but generally exhibits lower response times compared to the M/M/k system for the same arrival rate. This suggests 

that the M/M/k/Setup system achieves shorter response times than the M/M/k system. Overall, the figure showcases the trade-off 

between setup time and the number of servers in determining the response time performance of these systems. 

 

7. CONCLUSION 

In this paper, we have investigated the M/M/k queuing system with setup times, aiming to improve energy efficiency and 

response time in server farms. Through analytical analysis, we have derived closed-form expressions for the average response 

time and the limiting distribution of the number of tasks in the M/M/k/Setup system. Our proposed mechanism, which 

incorporates setup times, has been thoroughly analysed using mathematical modelling and evaluation of system parameters. We 

have also developed a model to assess the energy consumption within the suggested mechanisms. By considering both power 

usage and response time, we aim to strike a balance between energy efficiency and system performance. The findings of this 

study align with existing scientific articles that highlight the significance of optimizing power management in server farms.  

 

In future work, we intend to delve deeper into our analysis and explore the determination of the optimal number of servers 

in a server farm with setup times. This optimization process will aim to minimize a weighted sum of the average power 

consumption and the average response time. By considering this weighted objective, we can further refine our mechanisms and 

achieve an even better balance between power efficiency and system performance. The insights gained from this study contribute 

to the growing body of research on power management strategies in server farms. By incorporating setup times and considering 

the interplay between power consumption and response time, we have made strides toward achieving more sustainable and 

efficient server farm operations. It is important to note that our study has limitations, such as the assumptions made in the 

modelling process. Future research should focus on refining these assumptions and conducting real-world experiments to validate 

the effectiveness of our proposed mechanisms. Additionally, considering dynamic workloads and varying system parameters can 

provide a more comprehensive understanding of the proposed mechanisms' performance in practical scenarios.  

 

In conclusion, our analysis of the M/M/k queuing system with setup times has yielded promising results in terms of energy 

efficiency and response time optimization. By continuing to explore and refine these mechanisms, we can contribute to the 

development of effective power management strategies for server farms, leading to improved sustainability, reduced operational 

costs, and enhanced system performance. 
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