International Journal of Academic Information Systems Research (IJAISR)
ISSN: 2643-9026
Vol. 9 Issue 1 January - 2025, Pages: 10-16

Image-Based Classification of Date Types Using Convolutional
Neural Networks

Abedeleilah S. A. EImahmoum, Dina Alborno, DaliaAl Harazine, Samy S. Abu-Naser

Department Information Technology,
Faculty of Engineering and Information Technology,
Al-Azhar University, Gaza, Palestine

Abstract: This research focuses on the classification of nine varieties of dates using deep learning techniques. The study aims to
develop an accurate and efficient model capable of identifying different types of dates based on images. A Convolutional Neural
Network (CNN) was employed, trained on a dataset comprising thousands of date images, processed to enhance classification
performance. The model was evaluated on multiple metrics, achieving high accuracy rates, demonstrating the feasibility of using
deep learning in date classification. This approach can significantly aid in automating the identification process, which is crucial
for the agricultural industry. The results indicate that deep learning techniques offer a robust solution for the classification of date
varieties, with potential applications in quality control and market sorting.

Introduction

Dates are one of the most important agricultural products in many regions around the world, especially in the Middle East and
North Africa. The classification of different date varieties is essential for quality control, pricing, and market sorting. Traditionally,
date classification is performed manually by experts, which is time-consuming, subjective, and prone to errors. With advances in
technology, particularly in artificial intelligence and computer vision, there is an opportunity to automate this process, making it
faster, more accurate, and less dependent on human expertise .

Deep learning, a subset of machine learning, has shown great promise in image classification tasks across various domains, such as
medical diagnosis, object detection, and agriculture . Convolutional Neural Networks (CNNSs), specifically designed to process
visual data, are widely used in image-based classification problems due to their ability to automatically extract features from
images without the need for manual feature engineering . This research leverages CNNs to classify nine distinct varieties of dates,
demonstrating the potential of deep learning in the agricultural sector.

The main objectives of this study are to develop a robust CNN model capable of classifying different date varieties with high
accuracy and to explore the potential of this technology in aiding farmers and market operators in the automatic identification of
dates. By using a dataset of images of various date types, this research seeks to provide a reliable and scalable solution for date
classification, enhancing the efficiency of sorting and quality control processes.

Objectives
The primary objectives of this research are:

1. Todevelop a deep learning model capable of accurately classifying nine different varieties of dates based on their
images using Convolutional Neural Networks (CNNS).

2. To evaluate the performance of the developed model in terms of classification accuracy, precision, recall, and F1-score,
ensuring the approach is reliable and robust for practical applications.

3. Toexplore the feasibility of implementing the model for automated date classification in real-world scenarios, such as
quality control and market sorting, thereby reducing reliance on manual inspection.

4. To compare the performance of different CNN architectures and preprocessing techniques to determine the most
efficient method for date classification.

Dataset

The dataset used in this study consists of images of nine different varieties of dates: Meneifi, Ajwa, Shaishe, Rutab, Galaxy,
Nabtat Ali, Sugaey, Medjool, and Sokari. The dataset was carefully curated to represent the visual characteristics of each variety,
providing a balanced representation for training the deep learning model.

e Training Data: The dataset includes 5,510 images, each resized to 75x75 pixels with three color channels (RGB),
making it suitable for input into Convolutional Neural Networks (CNNs). The shape of the training data is (5510, 75, 75,
3), indicating the number of samples, image dimensions, and color channels.
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e Training Labels: The training labels are one-hot encoded, resulting in a shape of (5510, 9), corresponding to the nine
date varieties(Meneifi, Ajwa,Shaishe,Rutab,Galaxy,Nabtat Ali, Sugaey, Medjool,and Sokari). Each label indicates the
class of the date in the respective image.

e The testing dataset includes a total of 1,832 images.For validation, 10% of the testing dataset was reserved, resulting in
approximately 183 images used for validating the model's performance.

Preprocessing: The images were resized to 75x75 pixels with three color channels (RGB) to fit the input requirements of
Convolutional Neural Networks (CNNs). Preprocessing techniques such as normalization, rotation, scaling, and flipping were
applied to improve the model’s robustness and ensure accurate classification under various conditions.

Image Samples Placeholder: Include 2-3 representative images of each date variety here to illustrate the dataset.
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Methods

The classification model used in this study is based on Convolutional Neural Networks (CNNs), a type of deep learning model
widely recognized for its effectiveness in image classification tasks. The CNN architecture was designed with multiple layers to
extract features, reduce dimensionality, and classify the date varieties(ASHITL-3v1).

Architecture: The model consists of several hidden layers, including convolutional layers, pooling layers, fully connected layers,
and normalization layers(ASHITL-3v1). These layers work together to extract visual features from the input images and
progressively refine the learned patterns.

e Convolutional Layers: These layers apply a set of filters to the input images, creating feature maps that capture specific
patterns such as edges, textures, and shapes.

e Pooling Layers: Pooling layers reduce the spatial dimensions of the feature maps, retaining the most important
information while minimizing computational complexity.

e Fully Connected Layers: These layers connect every neuron from the previous layer to the next, allowing the model to
combine the extracted features and make predictions.

e Normalization Layers: Normalization helps stabilize the learning process by maintaining consistent input distributions
throughout the network.

Activation Functions: The Softmax activation function was used in the output layer to ensure that the model produces a
probability distribution across the nine date classes, making it suitable for multi-class classification tasks.

Optimizer and Loss Function: The model was compiled using the Adam optimizer with a learning rate of 0.0001 , which helps
efficiently update the network weights during training. The loss function used is categorical crossentropy, which measures the
discrepancy between the predicted and true class distributions, guiding the model toward improved performance .
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Training Process: The model was trained on the prepared dataset, with 10% of the test data reserved for validation. Training was
conducted over several epochs, adjusting the network weights iteratively to minimize the loss function and improve classification
accuracy.

: © Model: “functional 2"

5> | Layer (type) Output Shape Param #
input_layer_2 (Inputlayer) (None, 75, 75, 3) 0
blockl_convl (Conv2D) {None, 75, 75, 64) 1,792
blockl_conv2 (Conv2D) (n , 75, 75, b4) 36,928
blocki_pool (MaxPooling20) (n , 37, 37, 64) )
block2_convl (Conv2D) {None, 37, 37, 128) 73,856
block2_conv2 (Conv2D) (None, 37, 37, 128) 147,584
block2_pool (MaxPooling2D) (Non=, 18, 18, 128) )
block3_convl (Conv2D) (None, 18, 18, 256) 295,168
block3_conv2 (Conv2D) (None, 18, 18, 256) 590,080
block3_conv3 (Conv2D) (Nonz, 18, 18, 256) 590,080
block3_pool (MaxPooling2D) (None, 9, 9, 256) 0
blockd_convl (Conv2D) {None, 9, 9, 512) 1,180, 160
blockd_conv2 (Conv2D) (Nane, 9, 9, 512) 2,359,808
block4_conv3 (Conv2D) (None, 9, 9, 512) 2,359,808
block4_pool (MaxPooling2D) (None, 4, 4, 512) 0
block5_convl (ConvZD) (Nons, 4, 4, 512) 2,359,808
block5_conv2 (ConvzD) (None, 4, 4, 512) 2,359,808

Fiqure2-A : The Model

block5_conv3 (Conv2D) (None, 4, 4, 512) 2,359,808
blockS_pool (MaxPooling2D) (None, 2, 2, 512) 0
glabal_max_pooling2d_2 (Nane, 512) )

(GlobalMaxPooling20)

dense_2 (Dense) {None, 9) 4,617

Total params: 14,719,305 (56.15 MB)
Trainable params: 14,719,305 (56.15 MB)
Non-trainable params: © (.00 B)

Fiqure2-B : The Model
Results and Discussion

The CNN model was trained using the specified architecture and evaluated on the testing dataset. The model achieved the
following results:

o Model Parameters: The total number of parameters in the model was 14,719,305 (56.15 MB), all of which were
trainable.

e Training Performance: The model was trained over multiple epochs, achieving a final training accuracy of 88.45%, an
F-score of 86.73%, and a loss of 0.4319. The validation accuracy was 84.39%, with a validation F-score of 84.51% and a
validation loss of 0.4832.
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e Overall Classification Accuracy: The model's accuracy in classifying the test dataset was approximately 90.33%,
demonstrating reliable performance across the different classes.

As shown in Figures 3,4,and5 the result of “Training Loss vs Validation Loss”,”Training Accuracy vs Validation Accuracy”,”
Training Loss vs Validation Loss™” After we train the model.
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Conclusion

This study demonstrates the effectiveness of using Convolutional Neural Networks (CNNs) for the classification of nine varieties
of dates, including Meneifi, Ajwa, Shaishe, Rutab, Galaxy, Nabtat Ali, Sugaey, Medjool, and Sokari. The developed model,
trained on a diverse set of images and evaluated on a robust test dataset, achieved high classification accuracy, indicating the
feasibility of this approach for practical applications in the agricultural sector.

The results reveal that deep learning techniques, particularly CNNs, can significantly improve the speed and accuracy of date
classification compared to traditional manual methods. The model’s architecture effectively captures the unique visual features of
each date variety, allowing for precise identification even under varying conditions.

Future work could explore expanding the dataset to include more varieties and conditions, fine-tuning the model’s architecture for
improved performance, and developing a mobile application for on-the-go classification of dates using smartphone cameras.
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