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Abstract: The classification of agricultural products, particularly lemons, based on quality is crucial for ensuring consumer safety, 

maintaining market value, and meeting the increasing demand for high-quality produce. In this study, we introduce an innovative 

solution that utilizes deep learning techniques, specifically Convolutional Neural Networks (CNNs), to automate lemon quality 

classification. The model was trained on a comprehensive dataset of 6,000 images, equally distributed between "good quality" and 

"bad quality" lemons. The results demonstrate an impressive 99.48% accuracy on the validation set, underscoring the effectiveness 

and efficiency of CNNs in image-based classification tasks within agriculture. This approach provides a scalable, cost-effective, and 

reliable alternative to traditional manual inspection methods. Furthermore, it offers significant potential for integration into 

automated quality control systems within the agricultural industry. However, challenges such as variability in image quality and 

lighting conditions may affect model performance, requiring further refinement. Future work will focus on addressing these 

challenges to enhance the robustness and applicability of the model. 
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1. INTRODUCTION  

1.1 BACKGROUND 

The agricultural industry plays a pivotal role in ensuring 

food security, consumer safety, and maintaining the quality of 

produce in a rapidly growing market. Among the many 

agricultural products, lemons are widely consumed and 

exported globally, making their quality control crucial for both 

consumer safety and market competitiveness. Traditionally, 

lemon quality assessment has relied heavily on manual 

inspection methods, which are not only time-consuming but 

also prone to human error. As the demand for high-quality 

produce continues to rise, the need for more efficient, accurate, 

and scalable quality control solutions becomes increasingly 

important [1]. 

Recent advancements in deep learning, particularly 

Convolutional Neural Networks (CNNs), have revolutionized 

the way we approach image classification tasks. CNNs, with 

their ability to extract hierarchical features from images, have 

proven to be highly effective for tasks such as object detection 

and quality assessment in various domains, including 

agriculture [2]. By automating the classification of agricultural 

products, CNNs offer the potential to enhance the precision 

and consistency of quality control processes [3]. Previous 

studies have demonstrated the effectiveness of CNNs in fruit 

quality classification, particularly in agriculture [4]. 

In this study, we propose an innovative solution that 

leverages CNNs for automating lemon quality classification. 

The model was trained on a comprehensive dataset of 6,000 

images, equally distributed between "good quality" and "bad 

quality" lemons, and demonstrated an impressive 99.48% 

accuracy on a validation set. The results highlight the 

robustness and efficiency of CNNs in image-based 

classification tasks, offering a scalable, cost-effective 

alternative to traditional inspection methods [5]. 

This research aims to contribute to the development of 

automated quality control systems in the agricultural industry. 

The proposed system provides a reliable solution for lemon 

quality classification, with significant potential for integration 

into real-world applications such as farms and export 

companies. However, challenges such as variability in image 

quality and lighting conditions remain and will be further 

addressed in future work to enhance the model's robustness 

and adaptability in practical settings [6]. Additionally, future 

research will focus on addressing these challenges to further 

improve the system’s efficiency and robustness in real-world 

environments [7]. 

1.2 PROBLEM STATEMENT 

In the agricultural industry, the accurate classification of 

agricultural products is crucial for ensuring consumer safety 

and maintaining market value. Lemons, being one of the most 

widely consumed and exported agricultural products globally, 

require precise quality control. However, traditional methods 

of lemon quality assessment, such as manual inspection, are 

time-consuming and prone to human error, resulting in 

inconsistent quality control and potential economic losses. 

These manual methods are inefficient, especially in large-scale 

production, and they often fail to meet the growing demand for 

high-quality produce [8]. 

As the demand for high-quality products continues to rise, 

there is an increasing need for automated solutions that can 

deliver high accuracy and efficiency. Currently, traditional 

methods are unable to provide the necessary speed and 

consistency to meet these needs. This research aims to address 

these challenges by leveraging Convolutional Neural 
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Networks (CNNs), a powerful deep learning technique, to 

automate the process of lemon quality classification. CNNs 

have proven to be highly effective for image-based 

classification tasks, providing an opportunity to significantly 

improve the precision and consistency of quality control 

processes in agriculture [9] [10]. Moreover, recent studies 

have shown that CNN-based methods have great potential to 

outperform traditional techniques, particularly in complex and 

large-scale agricultural settings [11]. 

Despite the promising capabilities of CNNs, several 

challenges remain in implementing these systems in real-world 

agricultural settings. Variations in image quality, lighting 

conditions, and the natural diversity of lemons can affect the 

model’s performance. These factors present significant 

obstacles that must be addressed to ensure the robustness and 

applicability of the model in practical applications [11][12]. 

Additionally, further research is needed to refine the model’s 

adaptability across different environmental conditions and 

agricultural practices [14]. 

1.3 RESEARCH OBJECTIVES 

1. To design a model based on Convolutional Neural 

Networks (CNNs) to automate lemon quality 

classification into two categories: good quality and 

bad quality and evaluate its performance with high 

accuracy compared to traditional manual inspection in 

terms of efficiency and flexibility. 

2. To identify potential challenges in the model’s 

performance, such as image quality and lighting 

conditions. 

3. To propose a scalable solution that can be integrated 

into agricultural practices such as farms and export 

companies to enhance lemon quality inspection. 

2. LITRATURE REVIEW  

 In recent studies, deep learning models, particularly 

Convolutional Neural Networks (CNNs), have shown great 

promise in automating the classification of agricultural 

products based on visual quality. The authors in [15] employed 

CNNs for tomato leaf disease detection, achieving impressive 

accuracy and proving the effectiveness of CNNs in agriculture. 

Similarly, the authors in [16] applied CNNs for fruit quality 

assessment, where CNNs were used to determine the ripeness 

and quality of various fruits, demonstrating the potential for 

automating quality control. 

Additionally, the authors in [17] highlighted the 

importance of transfer learning in CNN models, particularly 

when working with limited datasets. They used a pre-trained 

VGG16 model to classify plant species, achieving over 91% 

accuracy in classification tasks. This approach, leveraging pre-

trained models, is highly relevant for our lemon quality 

classification, where training data can be limited and requires 

robust models capable of handling variability in images and 

lighting conditions. 

Further research on CNNs and their applications for 

agriculture products can be found in recent publications, 

including works by [18], [19], [20], and [21], focusing on 

various fruit classification tasks and enhancement techniques 

for training models in agriculture environments. 

Building on these advancements, this research aims to 

apply CNNs for lemon quality classification, addressing 

challenges such as image variability and lighting conditions, 

which are common obstacles in agricultural image 

classification tasks. 

3. METHODOLOGY 

 In this section, we describe the proposed solution, which 

involves the use of Convolutional Neural Networks (CNNs) 

for automating lemon quality classification. We discussed the 

selected CNN architecture, the design choices made for 

optimal performance, the data preprocessing steps, and the 

evaluation methods used to assess the model's effectiveness. 

Additionally, we provide an overview of the training process 

and implementation details related to the model's setup and 

execution. 

3.1 DATASET DESCRIPTION 

The dataset used in this study consists of 6,000 images of 

lemons, equally split between "good quality" and "bad quality" 

categories. These images were collected to evaluate the visual 

quality of lemons. The images have varying resolutions but 

were resized to a standard size of 128x128 pixels for 

consistency in model training. The images in this dataset vary 

in environmental conditions such as lighting and angles, which 

helps the model learn to classify lemon quality in real-world 

scenarios with diverse settings. 

The dataset was divided into training, validation, and test 

sets in an 80:10:10 ratio, ensuring that the model can be 

trained, fine-tuned, and tested effectively. As shown in Fig 1, 

examples of good quality and bad quality lemons are 

illustrated, which showcase the visual differences that the 

model aims to classify based on features such as color, texture, 

and shape. This division allows for a reliable assessment of the 

model's performance, ensuring it generalizes well to unseen 

data.  
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Fig. 1: Examples of good and bad quality lemons from the 

dataset. 

This preprocessing and dataset splitting strategy, as 

highlighted in [22] and [23], ensures that the model learns 

efficiently while being evaluated on unseen data during 

training. Additionally, the dataset's diversity in terms of 

quality and environmental factors provides a robust foundation 

for the model’s development. 

3.2 DATA PREPROCESSING 

    The data preprocessing steps in this study were crucial to 

ensure the model could efficiently learn from the images and 

perform optimally. The key preprocessing steps are outlined as 

follows: 

1. Data Splitting: The dataset, consisting of 6,000 

images of lemons, was divided into 80% for training, 

10% for validation, and 10% for testing. This split 

ensured that the model could be trained, validated, 

and tested on separate datasets, thus preventing 

overfitting and ensuring robust performance. 

2. Resizing: All images were resized to 128x128 pixels, 

standardizing the input dimensions for the 

Convolutional Neural Network (CNN). This step 

ensures that the images are of uniform size, which is 

essential for the model’s training and performance. 

3. Normalization: The pixel values of the images were 

normalized by rescaling them to the range [0, 1]. This 

normalization helps the model converge faster during 

training by ensuring the inputs are within the same 

scale. 

4. Image Augmentation: To improve the model's 

generalization and reduce overfitting, 

ImageDataGenerator from Keras was used to apply 

data augmentation techniques such as rotation, 

zooming, and horizontal flipping. These 

transformations artificially increase the size of the 

dataset and help the model learn from a wider variety 

of image variations. 

5. Loading and Preprocessing Data: The images were 

loaded using Keras' ImageDataGenerator, with the 

following settings: 

o Rescale: Pixel values were rescaled by 

dividing by 255 to normalize them to the 

range [0, 1]. 

o Validation Split: 10% of the data was set 

aside for validation, ensuring the model was 

evaluated on unseen data during training. 

 These preprocessing steps were essential for ensuring that 

the model received high-quality data, which ultimately 

contributed to its high classification accuracy. 

3.3 MODEL ARCHITCTURE 

The model is based on a Convolutional Neural Network 

(CNN), consisting of several convolutional layers with 

increasing filters (32, 64, 128) to extract features from images. 

These are followed by max-pooling layers to reduce 

dimensionality and retain important features. A fully 

connected layer with 512 units is used, followed by a dropout 

layer to prevent overfitting. The final layer uses a sigmoid 

activation function for binary classification, where the model 

predicts if the lemon is of good quality (1) or bad quality (0). 

The model was implemented using Keras with TensorFlow as 

the backend and trained using the Adam optimizer. 

3.4 TRAINING PROCESS 

The model was trained on the training dataset using the 

Adam optimizer, which is known for its efficiency in training 

deep learning models. We used binary cross-entropy as the 

loss function, suitable for binary classification tasks. The 

model was trained for 30 epochs, with a batch size of 32 

images per iteration. During training, we monitored the 

model's accuracy and loss on the validation set to prevent 

overfitting. Early stopping was used with a patience of 5 

epochs, restoring the best weights based on validation loss if 

no improvement was observed.   

3.5 EVALUATION METRICS 

The performance of the model was evaluated using the 

following metrics: 

1. Accuracy: The primary metric used to assess the 

model’s performance was accuracy, which measures 

the ratio of correct predictions to the total number of 

predictions. Given the balanced dataset, accuracy is a 

reliable measure of the model's performance. 

2. Loss: The binary cross-entropy loss function was 

used to compute the loss between predicted values 

and true labels. This loss function is appropriate for 

binary classification tasks like lemon quality 

classification. 

3. Test Accuracy: The model's performance on the test 

set was also evaluated to assess its ability to 

generalize to unseen data. 

4. RESULTS 
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4.1 MODEL PERFORMANCE 

In this section, we present the performance of the model 

based on key evaluation metrics, namely accuracy and loss. 

The model was trained on a dataset of 6000 images, equally 

split between good and bad quality lemons. The dataset was 

divided into 80% for training, 10% for validation, and 10% for 

testing, which corresponds to: 

 4800 images for training. 

 600 images for validation. 

 600 images for testing. 

 The training process was conducted over 30 epochs, and 

the model used binary cross-entropy loss and accuracy as 

the primary metrics. The model's performance improved 

significantly over time, and the results are outlined below: 

 Training Accuracy: Increased from 78.25% in the 

first epoch to 99.29% in the final epoch. 

 Validation Accuracy: Improved from 63.37% in the 

first epoch to 99.48% by the end of training. 

 Training Loss: Decreased from 3.5972 to 0.0228. 

 Validation Loss: Reduced from 5.3029 to 0.0143. 

These results indicate that the model learned effectively, 

achieving significant improvements in both accuracy and loss 

with each epoch. 

 

4.2 VISUALIZATIONS 

In this section, we provide visual representations of the 

model's performance by displaying the accuracy and loss 

curves across the epochs. These visualizations offer an 

intuitive understanding of how the model's performance 

evolved during both training and validation. Additionally, test 

accuracy is also included, highlighting the model's ability to 

generalize to unseen data and its overall performance on the 

test set. These visualizations serve as powerful tools to 

evaluate the model's effectiveness and provide insights into 

areas for potential improvement. 

Fig. 2 shows the accuracy curve, illustrating the steady 

increase in both training accuracy (from 78.25% to 99.29%) 

and validation accuracy (from 63.37% to 99.48%) over 30 

epochs. 

 

 

 

 

 

 

 

Fig. 2: Training and Validation Accuracy 

 

Fig. 3 presents the loss curve, indicating a significant 

reduction in both training loss (from 3.5972 to 0.0228) and 

validation loss (from 5.3029 to 0.0143), reflecting improved 

predictions. 

Fig. 3: Training and Validation Loss 
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Fig. 4 highlights the test accuracy, which was evaluated 

using a separate test set. The model achieved a test accuracy 

of 99.67%, demonstrating its strong generalization capability 

on unseen data. 

Fig. 4: Test Accuracy 

 

These visualizations serve as valuable tools for interpreting 

the model's behavior and performance, providing insights that 

guide informed decisions for further refinement and 

optimization of the model. 

5. DISCUSSION 

5.1 INTERPRETATIION OF RESULTS 

The results obtained from the CNN-based lemon quality 

classification model demonstrate that the model has 

successfully learned the features of both good and bad quality 

lemons, as evidenced by significant improvements in accuracy 

and loss over the epochs. This indicates that the model not only 

generalizes well but also distinguishes between subtle 

variations in lemon quality. Notably, the increase in validation 

accuracy reinforces the model’s ability to handle unseen data, 

which is essential for real-world applications. 

However, it is important to note that challenges such as 

variability in image quality and lighting conditions still affect 

the model’s performance. Future improvements in 

preprocessing techniques, such as better handling of image 

distortions, could address these issues. Additionally, 

employing transfer learning and pre-trained models might help 

the model adapt more effectively to diverse environments and 

conditions. 

 

5.2 LIMITATIONS OF THE STUDY 

While the model demonstrated promising results, there are 

still several limitations that need to be addressed: 

 Image Quality Variations: As highlighted earlier, 

variations in image quality, such as different lighting 

conditions or background noise, can affect the model’s 

performance. These variations might lead to 

inconsistencies in classification, which could be 

mitigated by improving preprocessing techniques. 

 Limited Dataset Size: Despite the dataset consisting of 

6,000 images, increasing the size and diversity of the 

dataset could help the model generalize better to new 

and unseen data. A more extensive dataset would also 

improve the model's ability to handle rare edge cases. 

 Generalizability to Other Products: The model was 

specifically trained for lemon quality classification, 

and while it performs well in this context, its 

generalizability to other agricultural products may be 

limited. Further testing on a broader range of 

agricultural products would be necessary to assess the 

model's versatility. 

 

5.3 FUTURE WORK 

Despite the promising results obtained with the current 

lemon quality classification model, there remain several areas 

for improvement and expansion in this field. Future work will 

aim to enhance the model’s performance and integrate it into 

real-world agricultural practices. Key areas for further 

development include: 

1. Improved Data Augmentation: While the current 

model performs well, improvements in data 

augmentation techniques can help address issues like 

variations in image quality and lighting conditions. 

Future research will explore more advanced 

techniques to simulate various real-world conditions, 

such as different lighting environments and angles of 

lemon capture. 

2. Incorporating Transfer Learning: Leveraging pre-

trained models such as VGG16 or ResNet can 

enhance the model’s performance, particularly when 

dealing with limited datasets. Transfer learning could 

significantly improve the model's ability to 

generalize and classify lemons more accurately, 

especially under diverse environmental conditions. 

3. Real-Time Processing and Integration: One 

promising direction for future work is the integration 

of the model into a real-time automated sorting 

system. In this system, lemons will be conveyed 

through a conveyor belt, and as they pass a camera, 

their images will be captured and analyzed by the 

CNN model. Based on the model's classification, the 

lemons will be directed to two separate gates—one 

for good quality lemons (which will be sent to export 

boxes) and another for bad quality lemons (which 

will be discarded or sent for further processing). This 

real-time, automated sorting process will streamline 

the lemon classification in agricultural production 

lines, enhancing efficiency and reducing the 

likelihood of human error. 
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As illustrated below (Fig. 5), the proposed automated 

lemon sorting system demonstrates how CNN-based 

classification can be integrated into real-time 

production lines to efficiently separate good quality 

lemons from bad ones for further processing or 

exporting. 

 

Fig. 5: Proposed automated lemon sorting systems. 

 

4. Addressing Environmental Variability: Future work 

will also involve tackling environmental challenges, 

such as variability in lighting conditions and image 

distortion. Methods to stabilize lighting and correct 

image distortions will be developed to ensure the 

model’s performance remains consistent in different 

environments. Additionally, further calibration of the 

system's sensors and cameras will be undertaken to 

ensure reliable data collection. 

5. Deployment in Agricultural Industries: The goal of 

this research is to deploy the automated lemon sorting 

system in agricultural industries, including farms and 

export companies. By providing an efficient, cost-

effective, and accurate solution to quality control, the 

system will contribute significantly to the agricultural 

sector. This will not only improve the accuracy of 

lemon quality classification but also ensure higher 

market standards and reduce the potential for waste. 

The integration of the sorting system into agricultural 

workflows, where it can work alongside existing machinery, 

will be one of the key achievements of future work. This will 

pave the way for fully automated, scalable, and reliable quality 

control systems that can be easily integrated into production 

lines to enhance the overall efficiency of the agricultural 

industry. 

 

6. CONCLUSION 

In this section, we summarize the key findings of the study, 

discuss the implications of these findings for the agricultural 

industry, and provide recommendations for future work. 

6.1 SUMMARY OF KEY FINDINGS 

 A Convolutional Neural Network (CNN) model was 

successfully developed to classify lemons into "good" 

and "bad" categories, demonstrating its effectiveness 

in an agricultural setting. 

 The model achieved an impressive accuracy of 

99.48% on the validation set, showcasing the potential 

of deep learning techniques for image classification 

tasks in agriculture. 

 Despite the promising results, challenges such as 

image quality variability and lighting conditions were 

observed, which affected the model’s accuracy under 

certain circumstances. 

 Techniques such as data augmentation and early 

stopping were utilized to optimize the model’s 

performance and prevent overfitting, resulting in 

improved accuracy and reduced loss over epochs. 

6.2 IMPLICATIONS FOR THE AGRICULTURAL 

INDUSTRY 

 This approach could revolutionize the way lemon 

quality is assessed by automating the classification 

process, reducing the need for manual inspections. 

 The model can be integrated into farms and export 

companies for real-time quality assessment, providing 

a fast, cost-effective solution that ensures consistent 

product quality. 

 The application of CNNs in quality control systems 

within the agricultural industry would significantly 

enhance operational efficiency, reduce human error, 

and improve the reliability of quality assessments. 

 This technology is particularly beneficial in meeting 

the growing demand for high-quality produce, thus 

strengthening the competitiveness of agricultural 

products in global markets. 

6.3 RECOMMENDATIONS 

 It is recommended to further improve image 

preprocessing techniques to better handle the 

variability in lighting and image quality, which can 

enhance the model’s robustness and generalization 

capability. 

 Transfer learning techniques could be implemented to 

enable the model to perform better in diverse 
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environments and adapt more efficiently to various 

agricultural settings. 

 Expanding the dataset with more diverse images, 

including different lighting conditions and lemon 

types, would help increase the model’s ability to 

generalize to real-world scenarios. 

 Future work should focus on the deployment of such 

models in automated sorting systems in factories or 

farms to optimize operational workflows and scale the 

solution across different agricultural sectors. 
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