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Abstract:  Environmental and many other reasons can cause the damage and subsidence of road surfaces. We need to detect signs 

of damage as soon as possible to warn of accidents and carry out repairs promptly. Therefore, technical methods of road surface 

factors monitor are very important in the construction industry. Currently, there are many image processing approaches of 

artificial intelligence to detect cracks but they have encountered the obstacle of needing large datasets. To overcome this feature, 

our research proposes a model based on Encoder - Decoder of artificial intelligence to detect road cracks. The program can run 

with small datasets and it has high accuracy. 
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I. INTRODUCTION 

 

  In the construction field, to check the quality of construction works, people use traditional methods such as sensors to detect and 

record vibration indexes. Then they are analysed. If there are abnormalities in the structure of materials and works,  there will be an 

alarm [1][7][8]. We know that there can be many factors that cause the instability to data such as light, weather, equipment durability, 

human resources, sensor quality,… In construction, maintenance work must be performed regularly and continuously, so the 

advanced methods need to be researched to reduce the time and labor consumption. Nowadays, people have methods such as Image 

Processing Approaches using artificial intelligence such as Fully Convolutional Networks (FCN) [3][6]. This is a deep learning 

network structure proposed for image semantic segmentation tasks. The accuracy is also very promising from 80% to 85%. But to 

train these models well, large datasets and long training time are needed. 

 

  To serve the needs of research and study, people need a model that can optimize costs. In this paper, we build a compact model 

based on the Encoder - Decoder model [3][6] of artificial intelligence. This program detects cracks in the image, which can be 

applied to detect cracks on roads due to subsidence. 

 

II. DESIGN OF MODEL FOR CRACK SEGMENTATION - CMFCS [3][6] 

 

  The programmed model has a complete pipeline from generating simulation data, training data, and evaluating accuracy. The 

program can run quickly with high accuracy while only needing to train with a small data set. The CMFCS model is designed with 

2 main blocks: Encoder and Decoder. In addition, it includes Pooling, Bridge, and Up sampling steps. The following is a detailed 

explanation for each block. 
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Fig.1. Model 

 

 

 

The input is a 128 x 128 Image, then  

 

1. Encoder is responsible for extracting important features of the input image. After performing the Encoder steps from top to 

bottom, the width x height of the image is reduced, while the depth is increased. The Encoder block has Convolution and ReLU 

algorithms. For example: 

 

 Conv3×3 is a convolution layer using a 3×3 kernel (filter). It scans through the image or feature map, extracting local 

features. Padding=1 is often used to keep the spatial dimension (H×W) constant. 

 ReLU (Rectified Linear Unit) is a nonlinear activation function with the formula ReLU(x) = max(0, x). It helps the network 

to learn the nonlinear features and avoid the “vanishing gradient” problem. The encoder applies Conv3×3 → ReLU twice 

in a row. We use two consecutive filtering layers to learn more complex features. 

 

2. Pooling reduces the image size and retain the important features. For example MaxPool2d(2) means 2×2 kernel and stride = 2. 

This function takes the maximum value in each 2×2 cell. The output is a reduced spatial size (H, W halved). 

 

3. Bridge does not reduce the size anymore but processes the compressed features. It learns the most abstract features (high-level 

features). In this program, it is to learn the semantics of crack. Bridge uses the forward propagation algorithm of convolution neural 

network (CNN) with 2D Convolution and ReLU. Then participates in back propagation during training. 

 

4. Up sampling increases the spatial dimension (H×W) of the feature map (opposite to pooling). It combines the detailed information 

from the encoder (feature map before pooling) with the semantic information from the decoder. This is important because the crack 

is very thin, if only using up sampling, the detailed edge will be lost. We use ConvTranspose2d to gradually restore the resolution. 

For example, ConvTranspose2d(2x2, 2) means a 2×2 kernel and a stride = 2. The up sampling steps help the image size to be 

gradually increased from 32×32 → 64×64 → 128×128. 

5. Decoder does the opposite of the Encoder. It gradually increases the size of the image and reconstructs the compressed information 

in the Encoder. At each stage of the decoder, the corresponding symmetric layer of the encoder is cropped and concatenated. 

 

Final is the final Output, we use: 

 

 Conv2d(1×1) is the convolution with 1×1 kernel. It linearly combines all channels into the desired number of channels. In 

segmentation binary crack detection, we need 1 output channel (mask). So the Output has the shape (Batch, 1, H, W). 

 Sigmoid is an activation function that compresses the value to the interval [0,1]. This means that each pixel has a probability 

of 0 if it is not cracked. Otherwise, the probability is 1 if it is cracked. 

 

Table 1: Model layers of the CMFCS 
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III. EXPERIMENT 

 

3.1. Dataset 

   

 The simulation dataset consists of 2000 sets (Image x Mask). Each image will have a size of 128×128 pixels, generated by the 

following algorithm:  

 

 Step 1: Create Image - representing the original image of the road surface, with the background using the Gaussian noise 

RGB algorithm to create a concave-convex background similar to the real image.  

 Step 2: Create Mask which is the image after Crack Segmentation by copying the Image image and converting it to 

grayscale.  

 Step 3: Generate random cracks (points) from top to bottom. 

 Step 4: Draw the same points on both Image and Mask. Draw black points on Image to represent black cracks. Draw white 

points on Mask to represent the cracks detected after segmentation. 

 

Here is the code to create the dataset: 

…  

def create_synthetic_dataset(n_samples=2000, img_size=128, save_dir="data"): 

    image_dir = os.path.join(save_dir, "images") 

    mask_dir  = os.path.join(save_dir, "masks") 

    os.makedirs(image_dir, exist_ok=True) 

    os.makedirs(mask_dir, exist_ok=True) 

 

    for i in range(n_samples): 

        # --- 1. Gaussian noise --- 

        base = np.random.normal(loc=128, scale=30, size=(img_size, img_size, 3)) \ 

                  .clip(0,255).astype(np.uint8) 

        img_color = Image.fromarray(base)             # RGB Image  

       img_gray  = img_color.convert("L")            #  grey Mask  

 

       # --- 2. Draw random crack --- 

        draw_color = ImageDraw.Draw(img_color)        # draw on Image 

        draw_mask  = ImageDraw.Draw(img_gray)        # draw on Mask 
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        n_cracks = random.randint(1, 5) 

 

       for _ in range(n_cracks): 

           x, y = random.randint(0, img_size-1), 0 

            points = [(x, y)] 

            for step in range(1, img_size, random.randint(5, 15)): 

                x += random.randint(-5, 5) 

                y = step 

                x = max(0, min(img_size-1, x)) 

                y = max(0, min(img_size-1, y)) 

              points.append((x, y)) 

 

            width = random.randint(1, 3) 

            draw_color.line(points, fill=(0,0,0), width=width)   # draw on Image 

            draw_mask.line(points, fill=255, width=width)     # draw on Mask 

 

        # --- 3. Save Image and Mask --- 

        img_color.save(os.path.join(image_dir, f"img_{i+1:03d}.jpg")) 

        img_gray.save(os.path.join(mask_dir, f"mask_{i+1:03d}.png")) 

 

         print(f » There are {n_samples) Image + mask in the directory '{image_dir}' and '{mask_dir}'") 

 

The image obtained after running the simulation data generation program is as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Dataset 

 

3.2. Building CMFCS model  

 

This is the example code for building Encoder, Pooling, Bridge, Decoder and Up sampling such as Figure 1: 

 

       # Encoder 

        self.enc1 = nn.Sequential(CBR(3,8), CBR(8,8)) 

        self.pool1 = nn.MaxPool2d( 
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        self.enc2 = nn.Sequential(CBR(8,16), CBR(16,16)) 

        self.pool2 = nn.MaxPool2d(2) 

 

        # Bridge 

        self.bridge = nn.Sequential(CBR(16,32), CBR(32,32)) 

 

        # Decoder 

        self.up2 = nn.ConvTranspose2d(32,16,2,2) 

        self.dec2 = nn.Sequential(CBR(32,16), CBR(16,8)) 

        self.up1 = nn.ConvTranspose2d(8,8,2,2) 

        self.dec1 = nn.Sequential(CBR(16,8), CBR(8,8)) 

        # Final output 

        self.final = nn.Conv2d(4,1,1) 

    def forward(self, x): 

        e1 = self.enc1(x) 

        e2 = self.enc2(self.pool1(e1)) 

        b  = self.bridge(self.pool) 

        d2 = self.dec2(torch.cat([self.up2(b), e2], 1)) 

        d1 = self.dec1(torch.cat([self.up1(d2), e1], 1)) 

        return torch.sigmoid(self.final(d1)) 

 

3.3. Training model 

 

In training part, the data is divided 80% for training and 20% for validation. The confusion matrix for pixel-by-pixel segmentation 

is as follows: 

 

 TP (True Positive): Pixel crack prediction = 1, ground truth = 1. 

 TN (True Negative): Pixel background prediction = 0, ground truth = 0. 

 FP (False Positive): Pixel prediction = 1 but ground truth = 0. 

 FN (False Negative): Pixel prediction = 0 but ground truth = 1. 

Total number of pixels = TP + TN + FP + FN.  
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Example : given an image is 128×128 = 16384 pixels. This image has ground-truth with 1500 crack pixels (number 1 in the 

mask), the rest is background = 14884. The program predicts as follows: 

 There are the 1200 correct crack pixels (TP) 

 There are the wrong predicts crack at 300 background pixels (FP) 

 The program has missed the 30 crack pixels (FN) 

 There are the 14584 correct background pixels (TN) 

Table 2: Validation metrics 

 

 

 

 

 

III.4. Evaluation 

 

  The program is run experimentally with 2 parts. Part 1 runs experimentally with a dataset of 1000 images and its masks. And the 

number of epochs is epoch = 5, epoch = 10, epoch = 15, epoch = 20. After running the program, the obtained metrics on the validation 

dataset are as follows: 

 

Table 3: data of validation 
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Fig. 3. Chart of validation metrics on dataset of 1000 images 

 

  Part 2 runs the experiment with an increased dataset of 200 images and its masks. And the number of epochs is epoch = 5, epoch = 

10, epoch = 15, epoch = 20 respectively. After running the program, the metrics data on the validation dataset is obtained as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Chart of validation metrics on dataset of 2000 images 

  During training, we found that the program will not guarantee accurate results if the dataset size is too small to train. Moreover, if 

the dataset is small and data augmentation must be used, the spatial location on the image must be preserved so as not to lose spatial 

information. We also had to experiment with many parameters of the loss function and different learning rates to get the optimal 

parameter set. 

 

  The images used for training are simulated concrete surface data, without images of grass, moss, or other objects. If there are other 

objects mixed into the images, the training model needs to be built more complex.  

 

  After training and evaluation, the accuracy of the program improved when the data size increased from 1000 images to 2000 images. 

Precision increased from 0.93 to 0.97. This accuracy meets the proposed requirement of detecting cracks on smooth concrete 

surfaces. 

 

IV. CONCLUSION AND PERSPECTIVE 
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  The research introduces a program used to identify cracks on concrete surfaces. With a compact model, it allows training with a 

small data set but still has high accuracy. The input is an image simulating a road surface with black cracks. After going through the 

Encoder and Decode blocks to learn the most characteristic properties, the output is a black and white image. This image has a black 

dot as the roadbed, a white dot as the crack.  

 

 The program continues to be improved to recognize cracks when there are the information noise such as the additional patterns on 

the image: black dry branches, black moss stains, etc. The program can be upgraded to recognize surfaces such as ceilings, road and 

bridge surfaces. 
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